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INTRODUCTION

If X 1is an appropriate topological space, W an open subset of X and
f: W~> X a suitable map, one can define an integer, iX(f,W) , called the fixed
point index of f : W~ X . The integer ix(f,W) is, roughly speaking, an alge-
braic count of the number of fixed points of f in W . If X 1is a Banach space,
W is bounded, and f : W > X 1is a compact map such that x = f(x) for x e oW ,
ix(f,W) agrees with the Leray-Schauder degree of I - £ on W with respect to
0. If W=X= a compact polyhedron, ix(f,X) agrees with the Lefschetz number
of £ : X=X, and this agreement provides a chance to use powerful results from

algebraic topology.

The purpose of these expository notes is to provide an introduction to the
classical fixed point index of algebraic topology [2,167, describe some generali-
zations which seem appropriate for applications in analvsis and illustrate the
usefulness of the fixed point index in anal}sis with some examples. Although the
Leray-Schauder degree is widely known and appreciated among analysts, the level of
awareness about the fixed point index, which is a natural generalization of Leray-
Schauder degree, is much lower. I hope these notes will serve as propaganda for

the usefulness of the fixed point index and fixed point theorems in analysis.




10

Of course, as many practising analysts well know, neither the Leray-
Schauder degree nor the fixed point index is a panacea. To use them to obtain
existence results it may be necessary to obtain difficult a prioni-bounds as, for
example, in [34]. If one obtains existence of solutions, it may still be a dif-
ficult problem to prove qualitative properties of solutions (as is, indeed, the
case for the example discussed in Section 5). Nevertheless, the fixed roint index

provides a useful starting point.

This paper is rather long, so an outline may be in order. The first
section starts from the topological degree in R" and provides a summary of the
Leray-Schauder degree and the fixed point index. An attempt is made to give some
indication of proofs, but generally speaking, complete proofs are not given.
However, in perhaps the most important example for analysis, namely when X 1is
a closed convex subset of a Banach space Y , W is a relatively open subset of
X and f : W+ X is locally compact, it is shown how ix(f,W) can be directly

defined in terms of Leray-Schauder degree.

Section 2 provides an application of these ideas to linear functional
analysis. It is shown how the most general version of the famous linear Krein-
Rutman theorem [76] can be obtained with the fixed point index. The fixed point
approach to this circle of theorems has a long history [13, 103, 1117, including
some attempts in the original Krein-Rutman paper; but it seems that the Schauder
fixed point theorem and Leray-Schauder degree theory are insufficient to obtain

the most general versions of the Krein-Rutman theorem.

The third section of the paper returns to fixed point theory. Following
a suggestion of A.J. Tromba, a proof is given of the so called 'mod p theorem"
of Steinlein, Krasnosel'skii and Zabreiko. This result is then used to compute

the fixed point index of a map f on a small neighborhood of a so-called "eject-
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jve fixed point" of f . Analogous results are obtained for '"attractive fixed
point5”3 These theorems are all examples of "asymptotic fixed point theorems',
in which information about fixed points of a map f is obtained from information

about iterates 2 of £ .

The fourth section considers a locally compact map f : J x X =+ X , where
J is an open interval of reals, X 1is a "metric ANR" (e.g., a closed, convex
subset of a Banach space) and f 1is a locally compact map such that f(k,xo) = X
for all X € J and some X, - In this framework, various generalizations of
Rabinowitz's famous global bifurcation theorem are proved. In one corollary, it
is assumed that X, is an attractive fixed point of fA (fx(x)=f(k,x)) for
A < xo and an ejective fixed point for A > lo , and the results of Section 3 are
used. It éhould be noted that fk is not usually assumed differentiable in any

sense at X, and, in the particular example given in Section 5, is not differ-

entiable at xo

In Section 5 the problem of proving unbounded, connected sets {n,x)}

of periodic solutions of
x(t) = -Ag(x(t)) - Af(x(t-1))

is studied with the aid of Corollary 4.1, The main result is Theorem 5.1 (and the
corollaries after it), which generalizes an existence result for periodic solutions
obtained by Mallet-Paret and the author in [86]. However, the real interest in
(861 was in studying cualitative behavior of periodic solutions as A » « . The
theorems of Section 4 provide only a starting point by enabling one to prove ex-

istence of solutions.




Section 1

THE TOPOLOGICAL DEGREE AND THE FIXED POINT
INDEX OF MAPPINGS

I would like to begin by recalling the basic facts about the topological
degree of a mapping and by indicating the relation of topological degree to the
fixed point index and Lefschetz fixed point theorem of algebraic topology. Almost
immediately one semantic point must be made: some analysts use the term "index"
to refer to the topological degree of a mapping F at an isolated solution of an
equation F(x) = a . This is emphatically not the sense in which the term "index"
will be used here; as will be seen later, the fixed point index is a generalization

of the Leray-Schauder topological degree.

For the most part I shall give no proofs in this introductory section.
My reasons are twofold. First, details can be found in a variety of sources, e.g.,
[21, (161, [302, [401, 567, (891, [901, [117]. Second, the topological degree
and the fixed point index satisfy certain properties which determine them axiom-
atically. Thus, in some sense, one knows everything about the topological degree
and the fixed point index if one knows the properties which determine them axiom-
atically. Needless to say, the previous statement must be taken with a grain of

salt.
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To describe the topological degree in the simplest case, recall that if

n = n . .
y is a bounded, open subset of R" uiu F :U=>R  1is a continuous map such

that, for some a e Rn ,
a ¢ F(3U) ,

then one can define the topological degree of F on U with respect to a ,
written deg(F,U,a) . The topological degree is an integer and can be considered
intuitively as an algebraic count of the number of solutions x ¢ U of the
equation F(x) = a . More precisely, the degree can be defined as follows: Select
§ >0 such that ||[F(x)-all =& for all x e oU . Let G : U~+R" be a continuous
function such that G 1is cl on U and [[F(x)-G(x)|| < & for all x e 3U
According to Sard's theorem, G has a regular value b ¢ R" arbitrarily close to
a ; in particular, b can be chosen so that
(1.1) sup [F(x)-G(x)| < & - [Ib-afl .

xedU
(Recall that a regular value b of G 1is such that the Jacobian matrix JG(X), is
nonsingular for all xeG—l(b)nU.) The inequality (1.1) implies that the equation
G(x) = b has no solutions x ¢ 3U , so {xeﬁWG(x)=b} = S 1s a compact subset of
U . Because b 1is a regular value, the implicit function theorem implies that

each element of S 1is isolated, so S must be a finite set, say,
S = G'l(b) = {x,,x x_}
1: 29-'-, I

If sgn(det JG(x)) denotes the sign (1) of the determinant of JG(X) , one
def4ines deg(F,U,a) bty

(1.2) deg(F,U,a) = ) sgn(det J,(x)) .

xeG L (b)
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The difficulty, of course, is to prove that the previous definition is
independent of the choice of G and b as above, and I shall assume this has

been done.

It is easy to prove that if U1 c U 1is any open neighhorhood of

{xeU|F(x)=a} = £ , then
(1.3) deg(F,Ul,a) = deg(F,U,a)

(Recall that we assume F(x)za for xedl , so I 1is compact). Because of this
one can give a slight, but convenient, generalization of degree. If W 1is an

. n .
open subset of R" (possibly unbounded) and F : W~ R is a continuous map such

that I = {xeW|F(x)=a} 1is compact (possibly empty), then one can define
(1.4) deg(F,W,a) = deg(F,¥,,a) ,

where Wl is any bounded, open neighborhood of I such that Ni < W ., The right
hand side of ecuation (1.4) has already been defined, and if one uses eouation

(1.3) one can see that the definition is independent of the particular W1 chosen.

It is also convenient to make the convention that deg(F,W,a) 1is defined

and equal to zero whenever W 1is the empty set.

With the above definitions one can easilyv verify that the topological

degree satisfies the following three properties:

n . .
1. If W 1is an open subset of R" , I :R =~ R" denotes the identity

map, and a ¢ Rr" , then deg(I,W,a) =1 if a e W and deg(I,W,a) = 0 if

a é W,
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2. Suppose that W is an open subset of R" , F:iw=R" isa
continuous map, a e R" and S = {xeW|F(x)=za} 1is compact (possibly empty). Let
w. and W, be disjoint open subsets of W (W1 or W2 may be empty) such that

1 “

Sc W v W, . Then one has
deg(F,W,a) = deg(F,W;,a) + deg(F,W,,a)

3. Suppose that W is an open subset of R" , a € R" , and
f:Wx[0,13+R" is a continuous map such that {xeW|F(x,t)=a for some te[0,11}
is compact. If Ft(x) := F(x,t) , then deg(Ft,W,a) is defined and constant

for 0 <t <1l

The first of the preceding three properties of the topoldgical degree is
customarily called the normalization property, the second property is called the

additivity property and the third the homotopy property.

Conversely, suppose that, for each ordered triple (F,W,a) such that
ae R" , W 1s an open subset of R" (possibly empty), and F : W - R" is a
continuous map for which {WeW!F(x)=a} is compact (possibly empty), there exists
an integer-valued function deg(F,W,a) which satisfies the normalization, addi-
tivity and homotopy properties. L. Fuhrer [487 and H. Amann and S. Weiss (73
have proved that such a function deg(F,W,a) is unicue. The key step is to prove

that if 6 : R®" > R" is affine linear, W 1is an open subset of R" and a « 8y,

then
deg(®,W,a) = sgn(det(6)) ,

where det(6) 1is the determinant of 6 and sgn(u) = +1 if u > 0 and

sen(u) = -1 if u < 0
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In the 1930's, Leray and Schauder [80] observed that the above topological
degree could te extended to a Banach space setting, but at the cost of restricting
the class of allowable functions F . Recall that if D 1is a topological space
and f : D> Z 1is a continuous map into a topological space Z , then f 1is

called compact if the closure of f€(D) in Z is compact. If, for each x ¢ D,

there exists an open neightorhood Nx of x such that f Nx is compact, then

f will be called locally compact. If D 1is a subset of a normed linear space

X and f : D~ X 1is a compact map, Leray and Schauder proved [80] that there

exists a secuence of continuous, compact maps fn D> Xn , where Xn is a finite

dimensional subspace of X and 1im(supr(x)-Fn(x)H) = 0 . The proof is a simple
n*e xeD

partition of unity argument.

Now suppose that W 1is an open subset of a normed linear space X and
that f : W - X 1is a continuous map such that {xeW : x-f(x)=0} = S 1is compact
(possibly empty). Assume that there exists an open neighborhood V of S such
that V ¢ W and fIV- is compact. (Note that V will exist if f 1is locally

_compact.) The compactness of f and the fact that x # f(x) for x e oV imply

that there exists & > 0 such that
inf{]|x-f(x)|| : xedV} =6 >0

The preceding remarks imply that there exists a continuous, compact map

g : V> X such that g(V) <Y , Y a finite dimensional subspace of X, and

supll f(x)-g(x)]| < &
xeV

If I 1is the identity map, F = I - f and G = (I-g)[(VnY) , one defines the

Lerav-Schauder degree, deg(F,W,0) , by

(1.5) deg (F,W,0) = deg(G,VnY,0) .



17

It is not hard to show that this definition is independent of the particular open
set V and mapping g . Of course the degree on the right hand side of equation

(1.5) has already been defined, because Y is finite dimensional.

The above definition gives the degree of F on W with respect to 0
1f ae X, W is an open subset of X and f : W+ X 1is a continuous map such
that {xeW|x-f(x)=a} = S 1is compact and such that f|V is compact for some open

neighborhood V of S with V c S, one defines deg(I-f,W,a) by
(1.6) deg(I-f,W,a) = deg(I-f-a,W,0)
In equation (1.6), I - £ - a denotes the map x > x - f(x) - a

The properties of the Leray-Schauder degree follow directly from the
corresponding properties for finite dimensional degree. The normalization property
is exactly as before and will not be repeated. The additivity property takes the

following form:

Suppose that W 1is an open subset of a normed linear space X , a ¢ X
and f : W~ X 1is a continuous map such that S = {xeW|x-f(x)=a} is compact
(possibly empty) and such that there exists an open neighbtorhood V of S with
F|V compact. If W1 and W2 are disjoint open subsets of W (W1 or W2

possibly empty) and S <« W, u W, , one has

1

deg (I-f,W,a) = deg(I-f,Wl,a) + deg(I-f,W,,a)

Recall that one allows W to be the empty set, in which case the addi-
tivity property implies that deg(I-f,W,a) =0 . In general, if deg(I-f,W,a) is
nonzero, the additivity property implies that the egquation x - f(x) = a has a

solution x ¢ W ; the converse, of course, is false.
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To describe the homotopy property for Leray-Schauder degree, suppose
that Q 1is an open subset of X x [0,17 , where X 1is a normed linear space,
and that f : Q + X »is a continuous map. Assume that I = {(x,t)tex—f(x,t)=a}
is compact (possibly empty) and that there exists an open neighborhood V of I
(open as a subset of XXEO,IE) such that F[V is compact. If ft(x) = f(x,t)

and Q = {xeX : (x,t)eR} , one has deg(I-ft,Qt,a) is constant for 0 <t < 1

The Leray-Schauder degree is frequently described in a somewhat less
general framework. One assumes that W 1is a bounded open subset of a Ranach space
X and that f : W > X is a compact map such that x - f(x) # a for all x e dW .
It then follows that S = {xeW : x-f(x)=a} is compact and that f is compact on
an open neighborhood of S (namely W) , so the previous definition of Leray-

Schauder degree applies.

The homotopy property for Leray-Schauder degree also takes a much simpler
looking form if one strengthens hypotheses. Assume that W is a bounded, open
subset of a normed linear space X and that f : Wx[0,11>X isa compact map
such that x - f(x,t) # a for (x,t) € OW x [0,1] . One can then prove that
S = {(x,t)eWx[0,1] : x-f(x,t)=a for some te[0,1]} is compact, so the hypotheses
of the general homotopy property imply that deg(I-ft,W,a) is constant for

0 <t< 1, where ft(x) = f(x,t)

One can easily show, by using the corresponding uniqueness result for the
topological degree in R" , that the normalization, additivity and homotopy prop-

erties uniquely determine the Leray-Schauder degree: see [71.

There have been many generalizations of Leray-Schauder degree, both with
regard to the class of functions F allowed and to the class of spaces X

allowed. In these notes I shall be interested in taking a = 0 , so deg(I-f,W,a)



19

n be considered as an algebraic count of the number of fixed points of f in
ca

W , where W is an open subset of a normed linear space X . I want to generalize
this situation initially by considering a Hausdorff topological space X , an open
subset W of X , and a continuous map f : W > X such that S = {xeW|f(x)=x}

is compact and such that there exists an open neighborhood V of S for which

flV is compact. In this situation and for a suitable class of spaces X , I want
to define an integer, which I will denote ix(f,W) and which will be called the
fixed point index of £ on W . The fixed point index will have properties anal-

ogous to those of the topological degree. In fact, if X 1is a normed linear

space, ix(f,W) is defined by
lX(f,W) = deg(I"f)W:O)

The first question is what class of spaces X to consider, and a natural
class from our viewpoint is the set of metrizable absolute neighborhood retracts
or ANR's. A metric space X 1is called an ANR if, whenever it is homeomorphic
to a closed subset X1 of a metric space M , there exists an open neighborhood
U of Xl in M and a continuous retraction r of U onto X1 (so r(U)CX1
and r(y)=y for all yeXl) . A metrizable space X 1is called an absolute
retract or AR if whenever X 1is homeomorphic to a closed subset X1 of a metric

space M , there exists a continuous retraction r of M onto Xy . 0. Hanner
(60,611 has proved that if X 1is a metric ANR, A is a closed subset of a metric
space M and g : A=~ X is a continuous map, then there exists an open neighbor-
hood W of A in M and a continuous extension G : W > X of g (so G(a)=g(a)
for all aeA) , If X 1is an AR, there exists a continuous extension G : M » X

of g . Conversely, metric spaces with these extension properties are obviously

ANR's or AR's,



A result of J. Dugundji [39) implies that if C 1is a convex subset of a
normed linear space Y , then C is an AR. If C is also a closed subset of
Y , there exists a retraction T of Y onto C . Dugundji's theorem and some
general results about ANR's {141 imply that if CI’CZ""’Cn are closed, convex
subsets of a normed linear space Y and X = .G C., then X 1is an ANR. More
generally, if X 1is a closed subset of a normisllinear space Y , and if there

exists a family {Cj : jeJ} of closed, convex subsets of Y such that {Ci : jed}

is a locally finite covering of X , then X is an AMNR.

It will be useful later to have some notation describing the previous

two examples.

DEFINITION 1.1. If X 1is a closed subset of some Banach space Y (from
which X inherits its metric) and if there exist finitely many closed, convex
subsets CI’CZ""’Cn of Y such that X = ‘§1(H , then we shall write X ¢ Fo .
If X 1is a closed subset of some Banach spaci Y and if there exists a family
{Cj : jeJ} of closed, convex subsets Cj of Y sSuch that X = _UJ(S. and such
that {Cj : jeJ} 1is a locally finite covering of X , then we shiil write X e F

There are many examples of metric ANR's other than unions of convex sets.
If X 1is a metric‘ANR, X1 c X and there exists a continuous retraction of X

onto Xl , then Xl is an ANR; more succinctly, a retract of an ANR is an ANR.
The proof is trivial. Similarly, one can easily show that a homeomorphic image

of an ANR is an ANR, and any open subset of an ANR is an ANR. The latter fact
implies that any ANR is "locally' an ANR. O. Hanner (60,617 has proved a beautiful
and deep converse result: if X is a metric space and every roint x ¢ X 1is
contained in an open neightorhood NX which is an ANR, then X 1is an ANR. Note

(see [611) that X need not be separable. In particular, a metrizable Banach

manifold is an ANR.
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Now suppose that X 1s a metric ANR, W is an open subset of X and
£oW> X is a continuous map such that S = {xeW : f(x)=x} is compact (possibly
empty) and such that there exists an open neighborhood V of S for which f£|V
;s compact. A result of Arens and Eells [8] asserts that there exists an embedding
jl of X as a closed subset X1 = jl(X) of a normed linear space Yl . Because
Y is an ANR, there exists an open neighborhood O1 of X1 and a continuous re-

traction T of Ol onto Xl . If one defines W1 = JI(W) , Vl = Jl(V) R

1
Jltjl : W1 > X1 , one can easily check that S1 is the

is an open neighborhood of S1 in

Sl = Jl(S) and fl =

fixed point set of fl in Wl’ and that V1

Xl and fllvl is compact. It is not hard to see that the map

1F1 ¢ ril(wl) > X1 c Y1 also has S1 as its fixed point set and is compact on

ril(vl)" Thus one can consider

f

-1
deg(I-flrl,r1 (Wl),O)

It seems to have been J. Leray who first observed (at least for compact metric
ANR's) that the preceding construction provides a means of defining the fixed

point index, namely, one degines ix(f,W) , the fixed point index of f on W ,

by
. _ -1
(1.7 1X(f,W) = deg(I—Flrl,r1 (Wl),O)

0f course the difficulty in this approach is to prove that the left hand side of
ea. (1.7) is independent of the embedding jl and the retraction T, In order
to prove this, one needs a property of the Leray-Schauder degree which is important

but not well-known.
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THEOREM. (The commutétivity property). Suppose that Y1 and Y2 are
normed Linear spaces, that Uj , 3 = 1,2, , 48 an open subset of Yj and that
g, + U~ Y, and g, Uy~ Y, are continuous maps. Consdider the maps

-1
g8y ¢ 8 W) ¥y~
and

o
818, + & (U =Y > ¥,

and their cornresponding fixed point sets

wn
n

{y,ee] (V) & g, (v))=y,}
and

= {yzegél(Ul) P g8y ()Lt

-3
1

Assume that S orn T 4s compact (possibly empty) and that gy A5 compact on some
open neighborhood of S or g, 48 compact on some open neighborhood of T . Then

one has

-1 -1

In particlar S = g (T) and T = gl(S) are compact and both Leray-Schauder

deghees are defined.

The proof of the commutativity property is not hard, but it is somewhat
long and tedious and will be omitted here. A basic step in the proof is the fol-

lowing simple linear algebra lemma.
LEMMA. 14 A and B are Linear maps 04 R" into R", then

det (I-BA) = det(I-AB)




pROOF, If B is invertible, one obtains

det (I-BA) = det(B(B ™ -A))

det ((B"1-A)B) = det(I-AB)

£ B 1is not invertible, select a sequence e 0 such that enI + B is

invertible. The previous argument gives
det(I-(B+enI)A) = det(I-A(B+enI)) y
and the lemma follows by taking limits as e > 0

Once one has proved the commutativity property for Leray-Schauder degree,
one can show that the right hand side of eq. (1.7) is independent of the embedding
jl and the retraction r1 . To see this, let X , W and f be as in the sen-
tences immediately preceding eq. (1.7) and let jk (k=1,2) be embeddings of X
as closed subsets jk(X) of normed linear spaces Yk (k=1,2) . Let T (k=1,2)
be continuous retractions of open neighborhoods Ok of jk(X) in Yk onto Yk .

If one writes Xk = jk(X) and Wk = jk(W) , the problem is to prove that
(1.8) deg(I-3, 65 e o  w.),0) = deg(I-3 652 e, vt (W.),0)

: 171 e T W ELi=Jo% ) Tpo Ty Wals
To prove ea. (1.8), define mappings g, and g, by

IS | ,o-1
g © szjl L (Wl) > Y2 and

One can easily prove that

on r;l(wz) and that



j £570r, = og
177171 %281
on ril(wl) , and equation (1.8) then follows from the commutativity property.

There is one important case in which the preceding discussion can be
simplified enormously (as was observed in 7971). Suppose that X 1is a closed,
convex subset of a normed linear space Y , that W is a relatively open subset
of X and that f : W= X 1is a continuous map such that S ~= {xew : f(x)=x} 1is
compact (possibly empty) and there exists an open neighborhood V of S, V< W,

such that f|V is compact. Dugundji's theorem [39] implies that there exists a

continuous retraction Ty Y - X , and as already discussed one can define

. _ -1
1X(f,W) = deg(I-fr;,r, (W),0)

However, in this case it is easy to show that the definition is independent of the
particular retraction. To see this, suppose that T, Y - X is a continuous

retraction of Y onto X ; one must prove that

-1

(1.9) deg(I-frl,r1

(1),0) = deg(I-fr ,z;" (1),0) .

If f(rkx) = x for x e ril(W) , then x ¢ X, so rk(x) = x and x € § . Thus
S is the fixed point set of fr, in ril(W) ,so if Uc ril(W) 2t is an

open neighborhood of S in Y ,
- '11
deg(I-frk,U,O) = deg(I-’c‘rk,rk w)y,o0) ,
and it suffices to prove
(1.10) deg(I-frl,U,O) = deg(I—frz,U,O)

Select U to be a sufficiently small neighborhood of S in Y so that

(1-t)r1(x) + tr(x) e W for all x e U and 0 <t <1 ; this can be done because
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X 1is convex and because (l-t)rl(x) + trz(x) = x for all x € X . Consider the
homutopy

X > f((l-t)rl(x)+tr2(x)) = ft(x) , 0£ts 1,

for x € U . If one can prove that ft(x) = x (for 0<tgl and xeU) if and only
if x € X , the homotopy property for Leray-Schauder will give eq. (1.10). However,

if ft(x) =x for x e U, then x ¢ X (because f(W)cX) , so

(1-t)r1(x) + trz(x) =xe W,

and f(x) X , that is, x ¢ S .

Once one has defined the fixed point index, one can verify directly that
it satisfies analogues of the additivity, homotopy and commutativity properties of

the Leray-Schauder degree. More precisely, one has

1. (The additivity property). Let X be a metric ANR, W an open subset
of X and f : W~> X a continuous map such that S = {xeW : f(x)=x} 1is compact
(possibly empty) and f is compact on some open neighborhood V of S . Let
W, and W2 be disjoint open subsets of W (possibly empty) such that

1

S ¢ W1 U W2 . Then one has

(1.11) : ix(f,W) = ix(f,Wl) + ix(f,W )

As usual, if S 1is empty, the additivity property implies that
iX(f,W) = 0, so that if one ever has ix(f,W) # 0 , S must be nonempty. Also,

by taking W to be the empty set in eq. (1.11) and W1 to be any open neighbor-

2

hood of S with W1 < W , one obtains




26

1X(f,W) =z 1X(f,W1)
The latter fact is frequently useful.

2. (The homotopy property). Let X be a metric ANR, @ an open subset
of X x [0,1], and f : @ » X a continuous map such that
T = {(x,t)eQ : f(x,t)=x} 1is compact and f 1is compact on some open neighborhood
Voof I in Q. If f(x) = f(x,t) and Q, ={x| (x,t) e} , then 1 (f,,0,) is

constant for 0 <t <1

The standard formulation of the homotopy property is to take

Q = Wx[0,1], where W is an open subset of X , and to assume that

£ :Wx[0,1] X is a compact map such that f(x,t) # x for (x,t) € oW x [0,1]1.

One then concludes that ix(ft,W) is constant for 0 <t £ 1 . Of course this is
a special case of the general version of the homotopy property, but conversely, the

general version can be derived from this special case,

3. (The commutativity property). Let Wk be an open subset of a metric
ANR Xk , k = 1,2, and suppose that f1 : W1 -> X2 and f2 : W2 - X1 are continu-
ous maps. Let S = {xefil(wz) : fzfl(x)=x} and T = {yefél(wl) : fle(Y):y}
and assume that S 1is compact (so T=fl(S) is also) and that fl is compact on
some open neighborhood of S, or f2 is compact on an open neighborhood of T .
Then one has

. -1 -1
E f
lxlcfzfl’f1 (W5)) = iy (£, 5 ()

The most frequent application of the commutativity property will be to
the following situation: Suppose that X 1is a metric ANR, W is an open subset
of X and f : W -+ X 1is a continuous map such that ix(f,W) is defined. If

Y ¢ X is a metric ANR such that the inclusion j : Y + X is continuous and if
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F(W) © y , then

(1.12) 1X(f,W) = 1Y(f,WnY) .

In eq. (1,12); notation has been abused by using the letter f to refer to the

nap £ :W~>X and also themap f : Wn Y > Y , but the meaning is clear. To

prove ed. (1.12), write f2 = j and write fl : WY for the map given by

£ (x) = f(x) , xeW ,i.e., £ considered as a map from W to Y . The commuta-
1

tivity property implies that

L (£,£,W) = 1 (£ £,,WY)

which gives eq. (1.12).

The analogue for the fixed point index of the normalization property of
the topological degree is much less obvious and is essentially the Lefschetz fixed
point theorem. From the viewpoint adopted here, the Lefschetz fixed point theorem
is the assertion that the Lefschetz number, A(f) , of a map f , which is defined
in terms of homology groups, agrees with the fixed point index of f when both
are defined. Thus, if A(f) # 0 , the map f will have a fixed point. One can
prove the equality of Lefschetz number and fixed point index in the case of a
compact polyhedron by using H. Hopf's device for proceeding from the homology level
to the level of simplicial chains (;ee [16], Chapter 1) and then use some geom-
etrical arguments to obtain the case of metric ANR's. A complete proof would be

too long to give here.
The following is a precise statement of the normalization property.

4. (The normalization property). Let X be a compact metric ANR and
f : X > X a continuous map. Then Hi(X) {singular homology with rational coef-

ficients) is a finite dimensional vector space for all i and has dimension zero
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for i sufficiently large. Thus it makes sense to consider tr(f*i) , the trace
of the linear endomorphism f*i : Hi(X) + Hi(X) , and to define A(f) , the

Lefschetz number of f , by

A = T (1) er(£)

i=0
With this notation one has
AE) = 1 (£,X)
so if A(f) 20, f has . fixed point in X .

There have been many generalizations of the fixed point index and of the
Lefschetz fixed point theorem; a sampling of results can be found in [23], [42]7,
[56], [82] and [95]. For the most part, the fixed point index for locally compact
maps defined on open subsets of metric ANR's will be adeauate for the applications
in these notes; in fact, the metric ANR will usually be a closed, convex subset of

a Banach space.

For one application, however, it will be convenient to have a fixed point
index for a more general class of maps. For this purpose, suppose that Y 1is a
Banach space and that B is a map which assigns to each bounded subset A of Y
a nonnegative real number g(A) . For bounded sets A and B in Y , let co(A)
denote the smallest closed convex set which contains A (the "convex closure of
A'") and let A+ B = {a+b : aeA,beB} . The map £ will be called "a generalized

measure of noncompactness' if B satisfies the following properties:

1) B(A) = 0 1if and only if the closure of A 1is compact.
2) For all bounded sets A <Y, B(co(A)) = B(A)

3) For all bounded sets A and B in Y , 8(A+B) < R(A) + B(B) ,
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4) For all bounded sets A and B in Y , B(AuB) = max(B(A),R(B))

The idea of a measure of noncompactness was apparently first introduced
py Kuratowski [77] in the context of a complete metric space Z with metric p .
If A is a bounded subset of Z , Kuratowski defined «(A) , the measure of non-

compactness of A , by

a(A) = inf{d>0 : there exist finitely many sets AL A, AL

(1.13) such that A = .ﬁlAj and diameter(Aj) <d
‘ for 1<jsm} . "
Using this concept, Kuratowski proved that if {Bj : j21} is a decreasing seauence
o
of closed, nonempty sets such that lima(B.) = 0, then B = ‘n B, is compact,
and nonempty and for any neighborhooé+wU of B ’Bj < U for ai;lsufficiently
large j . G. Darbo [33] observed that if Y 1is a Banach space and the metric

is the norm on Y , then o satisfies the previously mentioned properties and is

a generalized measure of noncompactness.

There are many other examples of generalized measures of noncompactness.
For example, if (M,d) 1is a compact metric space, let C(M,Rp)l denote the space

of continuous maps u : M - R" with norm
flull = sup{|u(t)| : teM}
(Here |v| denotes a given norm on R" .) For a bounded set A define
Bg(A) = sup{|f(s)-f(t)| : feA, d(s,t)ss}

and define R(A) = lim BG(A) . One can prove that 8 1is a generalized measure
§+0%
of noncompactness.
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If f 1is a compact map, then f decreases the measure of noncompactness
of sets in the sense that for a bounded set A in the domain of £,
B(f(A)) = 0 < B(A) wunless A is compact. G. Darbo r331 observed that the idea
of a map which decreases the measure of noncompactness of sets can be formalized
and exploited quite usefully. Specifically, suppose that D 1is a subset of a
Banach space Yl s Bl is a generalized measure of noncompactness on Y1 R 82 is

a generalized measure of noncompactness on a Banach space Y, and £ :D~>7Y, is
a continuous map. If ¢ 1is a nonnegative real number, then f will be called a

"e.set-contraction' (with respect to B8 and R,) if for every bounded set

1
A<D, f(A) 1is bounded and

(1.14) B, (£(A)) < B (A) .

if Y1 = Y2 , it will always be assumed that Bl = 82 . If the constant ¢ in
eq. (1.14) can be chosen so that ¢ <1, f will be called a "strict-set-
contraction' (w.r.t. Bl and 82) . In general, mention of Bl and 82 will be
omitted unless confusion is likely to result. If D is a subset of a Banach
space Y , f:D~>Y 1is a continuous map and B is a generalized measure of non-
compactness on Y , f will be called a '"local strict-set-contraction' if for

every x ¢ D there exists a relatively open neighborhood Nx such that f!Nx

is a strict-set-contraction.

If f is a strict-set-contraction(1ocalstrict-set—contraction) and g
is a compact map (locally compact map) then f + g 1is a strict-set-contraction
(local strict-set-contraction) and the constant ¢ in eq. (1.14) is unchanged.
Since a Lipschitz map with Lipschitz constant ¢ < 1 is a c-set-contraction, one
immediately generates nontrivial examples. The fact that strict-set-contractions
also behave nicely with respect to partition of unity arguments and the taking of

composition (see [90] for details) makes it convenient to work with such maps.
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It may seem that the introduction of local strict-set-contractions is an
example of generality for the sake of generality, but this is not so. In fact, in
discussing the fixed point index of a map £ , a more general assumption will be
nade: It will be assumed that f has a compact fixed point set S and that f
is a strict-set-contraction on some open neighborhood V of S . If f 1is a
1ocal strict-set-contraction and has compact fixed point set S , then one can
casily prove the existence of such a neighborhood V . The reason for this gener-
ality is that there exist many maps which are not strict-set-contractions on their
entire domains but which have compact fixed point sets and are strict-set-
contractions on open neighborhoods of these sets. The problem of proving a fixed
point set compact is a very natural (and frequently difficult) cuestion which in
more concrete situations is sometimes called the ''problem of finding a prLOAA
bounds". The problem of proving the existence of a neighborhood V as above is
equivalent to showing that f is ''nice' on a neighborhood of the fixed point set.
In general (see, for example, [95]) it seems to be natural to look for a general-

ized fixed point index of a map f which has a compact fixed point set S and

is "nice" on a neighborhood of S ; the problem, of course, is to define "nice'".

To illustrate how a map may fail to be a strict-set-contraction on its
entire domain ‘D , suppose that D 1is a subset of a Banach space Y and that
if xe D, then tx ¢ D for all t >0 . Assume that f : D> Y is a continuous
map, homogeneous of degree p > 1 (so f(tx)=tpf(x) for all t=0 , xeD) , and
that there exists a bounded set A c D such that «a(f(A)) > 0 , where o denotes
the Kuratowski measure of noncompactness. If tA = {tx : xeA} , one obtains that
a(tA) = ta(A) and oa(f(tA)) = a(tpf(A)) = tpa(f(A)) . Thus, for t 1large enough,

one must have
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a(£(tA)) > a(A) ,

and f is not a strict-set-contraction on D .

The situation described in the previous paragraph actually arises in
simple examples. Let X = C[0,1] , let D denote the nonnegative functions in

X, and for A >0 define f :D+D and g : D> D by

1
(f(uw)) (x) = A [ u(y)u(y-x)dy , 0 £ x <1, and
X

(gl (x) = (FW))(x) + 1.

For any subset A of D , one has a(f(A)) = a(g(A)) , but the reader can verify

that if
A = {1+un|n21 s un(x)=sin(n1Tx)} s

then f(A) 1is not equicontinuous, so «a(f(A)) > 0 . Because f 1is homogeneous

of degree 2, the previous remarks imply that f 1is not a strict-set-contraction

on D . On the other hand, one can prove that g 1is a local strict-set-

contraction and has a compact (possibly empty) fixed point set in D for each

A>0 : see [9] for further references and details.

It is also not hard to give examples of maps which have a compact fixed
point set S , are strict-set-contractions on a neighborhood of S , but are not
local strict-set-contractions on their domains., An artificial but simple example

is provided by Y = C[0,1] , D = {ueY : |jull<1} and (f(u))(x) = u(x)2 .

With this preliminary motivation, I would like to conclude this section
by describing how a fixed point index can be defined for local strict-set-

contractions on certain metric ANR's. First, some notation: if D 1is a subset
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¢ a Banach space Y , f :D>Y is a continuous map and V < D , define

of

chf,v) = K = co f(V) and Kn(f,V) = co f(VnKn_l) and K _(f,V) = 421 K . One
casily verifies that K > K ., (VoK) < K, and £(VnK) e K . If £V is
a c-set-contraction with respect to a generalized measure of noncompactness B8
and ¢ <1 and V is bounded, the properties of £ imply that

B(Kn) < CB(Kn—l) ’
so that B(K) s ¢'B(V) and B(K) =0 .

Now suppose that Y is a Banach space, X cY and X e F (so X is a
locally finite union of closed, convex subsets of Y ; see Definition 1.1). Sup-
pose that W is a relatively open subset of X , £ : W+ X is a continuous map,
s = {xeW : £(x)=x} 1is compact (possibly empty) and tHere exists a relatively open
neighborhood V of S in X (V possibly empty if S is) such that f|V is a
strict-set-contraction with respect to a generalized measure of noncompactness B .
Let K be any compact, convex subset of Y such that K, (f,V) ¢ K and
f(VnK) < K . Notice that such a K exists (take K=K_(f,V)) and that
S c Km(f,V) < K, so K 1is nonempty if S is. Also, if one defines K* =KnX,
then K* € Fo (in fact K* is a finite union of compact, convex sets), so K*
is a compact metric ANR, V n K* is a relatively open subset of K* ,
f:vnkK >k and S is the fixed point set of f£|V n K" . Thus the fixed

%*
point index of f : V.n K = K" is defined. One defines ix(f,W) by the equation

(1.15) i (£,0) = i (£,V0K")
K

In order to show that the previous definition is well-defined one must
prove that it is independent of the particular relatively open neighborhood V of
S as above and of the particular compact, convex set K as ahove. Proving the

latter fact is crucial; without it, it is not even clear that the definition in
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ea. (1.15) agrees with the classical fixed point index for X a compact
polvhedron. The reader is referred to 90] for the detailed proof that ix(f,W)

is independent of V and K .

There is one important case in which the technical difficulties of the
general situation simplify greatly. Suppose that X 1is a closed, convex subset
of a Banach space Y , that W is a relatively open subset of X and that
£ : W= X is a continuous map such that S = {xeW|f(x)=x} is compact and such
that there exists a relatively open neighborhood V of S in X for which £V
is a strict-set-contraction. Suppose that A and B are compact, convex sets
such that Km(f,V) < A, Km(f,V) c B, f(VhA) ¢ A and f(VnB) < B . By inter-
secting A with X and B with X , one can assume A < X and B < X , and one

wants to prove
(1.16) iA(f,VnA) = 1B(f,VnB)

Once one has proved ea. (1.16), it is not hard to show that ix(f,W) is independ-

ent of V as above. To prove eaq. (1.16) it suffices to prove that

(1.17) iA(f,VnA) = 1C(f,VnC) = 1B(f,VnB) ,
where C = Kw(f,V) . It is enough to prove
(1.18) iA(f,VnA) = ic(f,VnC) s

the proof for B being the same.

By Dugundji's theorem, let be a continuous retraction of Y onto A

and T a continuous retraction of Y onto C . By definition one has
i, (£,V0A) = deg (I-fp,0 L (VaA),0)

and
i (£,V00) = deg(I-fr,r L (VnC),0)
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. -1 . -
o fixed point set of fo in p “(VnA) dis S, and similarly for fr. Because

Th
o) = r(x) = X for x ¢ S and because A 1is convex, there exists a bounded

n neighborhood U of S in Y such that for 0 <t <1 and xe U,

ope

(1.19) (1-t)p(x) + tr(x) e V.n A .
The claim is that if

(1.20) ‘ x = f((1-t)p(x)+tr(x))

for 0 st s 1, xeU, then x € S ; and if one can prove this, the homotopy

property for the Leray-Schauder degree implies
deg(I-£fp,U,0) = deg(I-fr,U,0)
Recause the additivity property gives
deg(I-fp,p L (V0A),0) = deg(I-£0,U,0) ,
and similarly for fr , one then obtains equation (1.18).

Thus it suffices to prove that eq. (1.20) implies x ¢ S . If ea. (1.20)

is satisfied, eq. (1.19) implies that
x € £(VnA) < Kl(f,V) naA .
In general, assume that
X € Kn(f,V) na-,
Then one has p(x) = x ¢ Kn(f,V) nA and r(x) € Kw(f,V) cAn Kn(f,V) , SO
(1.21) (1-t)p(x) + tr(x) eV n K (£,V) n A,

and one concludes from equation (1.21) that
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x = £((1-t)p(x)+tr(x)) e f(VnKnnA) <K " A .

It follows by induction that

x € ( a Kn(f,V)) nAnV = Kw(f,V) nv.
n=1

On K nV , equation (1.20) reduces to
[oe]

x ¢ f(x) ,
so x € S and the proof is complete.

The fixed point index for local strict-set-contractions satisfies gener-
alizations of the additivity, homotopy, commutativity and normalization property.
The normalization property involves generalizations of the Lefschetz fixed point
theorem which will not be needed in these notes, and I shall omit its statement.
The interested reader should look at rg5] (for example, Propositions 2.4and 3.7),
[90] (see Theorem 4 on p. 248 and [91]). The additivity property takes the follow-

ing form:
1. (The additivity property). Assume that X is a closed subset of a

Banach space Y , that X € F and that W is a relatively open subset of X .
Suppose that f : W~ X 1is a continuous map such that S = {xeW| F(x)=x} 1is
compact (possibly empty) and such that there exists a relatively open neighborhood
V of S for which f|V isa strict-set-contraction (with respect to some gener-
alized measure of noncompactness B8 on Y) . If W, and W, are disjoint,

relatively open subsets of X (Wl or W2 possibly empty) and

¥ W, c W,
S ¢ Vl u W,

then,

L CF W) = i (£,0)) ¢ iy (£,1)
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The following is a version of the homotopy property:

2. (The homotopy property). Assume that X is a closed subset of a
Banach space Y , that X ¢ F and that W is a relatively open subset of X .
Suppose that f : W x [0,1]+ X is a continuous map and that

S = {(x,t)eWx[0,1] : f(x,t)=x}

is compact, so T = {xeW : (x,t)eS for some tel0,11} is compact. Finally, as-
sume that there exists a relatively open neighborhood V of T in X , a gener-
alized measure of noncompactness B on Y and a constant § , 0 <c <1

, such

that for any set AcV ,

(1.22) B(f(Ax[0,1])) < cR(A) .
If ft(x) = f(x,t) , one then has
(1.23) iy (£,W) = 1, (£,,W) .

In certain cases the homotopy property can be stated more simply. Suppose
that X, Y and W are as before and that W 1is bounded. Assume that
f :Wx(0,1]>X 1is a continuous map such that f(x,t) # x for all
(x,t) e (W-W) x [0,1] and such that equation (1.22) is satisfied for all A < W,
Then one can prove that T 1is compact, so ecuation (1.23) is valid in this

situation.

There is also a generalization of the commutativity property to the

context of strict-set-contractions:

3. ({The commutativity property). Assume that Xj e F, that Xi is a
closed subset of a Banach space Yj and that Wj is a relatively open subset of

Xj , J =1,2 . Suppose that f1 : W1 + X, and f, : W, > X1 are continuous maps

and that S = {xefil(wz) : fzfl(x)=x} and T = fl(S) are compact. Suppose that
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B. 1is a generalized measure of noncompactness on Yj , j = 1,2, and that there
exist relatively open neighborhoods V1 of S 1in X1 and V2 of T in X, »
respectively, such that fllvl is a kl—set—contraction (with respect to B, and
B5) and fZIV2 is a kz-set—contraction (with respect to 82 and 81) . If
k1k2 < 1 , one has
(1.24) e e ta) = i, (B EL BN

X1 2°1°71 2 X2 172772 1

and equation (1.24) is also true if kl = 0 and f2 is only continuous.
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Section 2

THE KREIN-RUTMAN THEOREM

If X 1is a real Banach space and C 1is a closed, convex subset of X ,
C will be called "a cone (with vertex at 0)" if 1) for all x ¢ C and for all
nonnegative real numbers t , tx € C and 2) for all X € c-{0} , -x g Cc . If

only the first property holds, C will be called a '"wedge'". If X" denotes the

continuous, real-valued linear functionals on X and C* is given by
* *
C" = {feX |[f(x)20 for all xeC} ,

*
one can check that C is a wedge. If X 1is the closure of {u-v : u,veC} , C
is called '"total", and in this case C* 1is a cone. Notice that C induces a

partial ordering by x <y if y - x e C ,

If X 1is a real Banach space and L : X » X 1is a bounded linear oper-

ator, I shall denote the spectral radius of L by r(L) , so

1
(2.1) r(L) = limtM™ .

N+

If X = {x+tiy : x,yeX} is the complexification of X ,

x+iyll = sup [I(cos6)x+(sin®)y| ,
0<B<27
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and L is the obvious linear extension of L to X , one can see that

ILI =l , so
(2.2) r(L) = r(L)
Equation (2.2) implies that
r(L) = sup{|z] : zeo (L)},
where O(t) is the spectrum of E .

The Krein-Rutman theorem 6] is a famous and useful result which relates

cones to the spectral theory of linear operators:

THEOREM 2.1. (Krein and Rutman [761). Suppose that X 4is a rneal Banach
space, C 44 a total cone in X and L i X + X 48 a compact Linear operaftor
(i.e., a bounded Linear operator which takes bounded sets to precompact sets) such
that L(C) < C . If r=1(L) >0, there exists x, € c-{0} and £ e ¢ - (0}

such that

Lx = rx_ and
)

o
*
L
[}

£, where U XY+ x¥ s the adjoint of L .

In finite dimensions, the condition r(L) > 0 is not necessary; but in
infinite dimensions, the condition is essential., For example, suppose

X = C[0,1] , C denotes the nonnegative functions in X and L 1is defined by
t

(2.3) (Lx) (t) = f x(s)ds .
o

The operator L 1is compact and L(C) ¢ C . However, if

(Lx) = Ax ,
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% satisfies
x'(t) = Ax(t)
x(0) =0,
so x 1is identically zero. It follows that r(L) = 0 (otherwise the Krein-Rutman

theorem would imply existence of a positive eigenvector), but L has no eigen-

yectors.

It has long been recognized that it might be possible to prove the full
Krein-Rutman theorem by using fixed point theory. One can easily prove the finite
dimensional version of the theorem, the so-called Perron-Frobenius theorem, bv an
application of the Brouwer fixed point theorem. The original Krein and Rutman
article [76] contains theorems concerning eigenvectors of nonlinear, cone-preser-
ving operators, and in fact these theorems were proved by using the Schauder fixed
point theorem. However, if the nonlinear results of [76] are specialized to the
linear case, they yield a much less general proposition than Theorem 2.1. In his
Tata Institute notes on fixed point theory [13], F.F. Bonsall tried to use fixed
point theory to obtain Theorem 2.1; but he obtained only partial results. If the
cone C has nonemptv interior 8 , Lt X+ X 1is a compact linear operator and
L(C-{0}) < 8 » P. Rabinowitz [111] used a degree theory argument to prove the
existence of an eigenvector in 8 with eigenvalue 1 = r(L) . (Note that the
weaker assumption that 8 is nonempty and L(g)cg easily implies that r(L)>0 .)
In Proposition 6 of [103], this author used a fixed point index argument to obtain

a nonlinear generalization of Theorem 2.,1; however, it was necessary to assume that

the cone C 1is '"‘normal",

Here, I want to present a fixed point index argument which was first

given in [107] and which yields a direct generalizaticn of Theorem 2.1 and of an
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earlier extension by Bonsall [11] of the Krein-Rutman theorem. Before beginning
the proof, two points should be made. First, no extraneous assumptions, such as
the normality of the cone or nonemptiness of its interior, will be necessary.
Second, the fixed point index for mappings defined on relatively open subsets of
a closed, convex subset C of a Banach space will be used. As observed in the
previous section, the fixed point index can be defined very easily in this case
by using a retraction onto C . In fact, all the properties of the fixed point
index which will be used in this section are immediate consequences of the corre-
sponding properties of the Leray-Schauder degree. In particular, the argument to
be given here can be considered, at least in the case of compact maps, a method
for obtaining the Krein-Rutman theorem from the Leray-Schauder degree and the

existence of a continuous retraction of the Banach space onto C

The first lemma is a trivial but useful observation of Bonsall 11]; the

proof is left to the reader.

LEMMA 2.1. (Bonmsall [111). If {am . m21} s an unbounded sequence of
nonnegative reals, there exists a subsequence f{a i21} 4uch that
i
(1) a =21 and (2) a = a, for 1 <3 <m,

m, m, 1
1 1 J

If C is a cone in Banach space X and f : D> X isacontinuous map,
£ will be called '"order-preserving" (with respect to the partial order induced
by C) if whenever X,y € D and x £ v one has f(x) £ fly) . Sometimes the
terms ''isotonic'' or "monotonic' are used instead of "order-preserving'. If
£:C~>C and f(tx) = tf(x) for all x ¢ C and all nonnegative reals t , f
will be called "positively homogeneous of degree 1. If A is a closed subset of

X and U 1is a relatively open subset of A (so U=0nA, O open in Xy,

BA(U) will denote the relative boundary of U in A
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9, (U) = (U-0

The following lemma is a well-known result (see Corollary 2 on p. 246 of

(901), but I include a proof for completeness.

LEMMA 2.2. Assume that D 44 a closed, bounded subset of a Banach space
 and that £ : D~ X 44 a stnict-set-contraction with respect Zo o generalized
measwre Of noncompactness B . 1§ A s any compact subset of X and
g = {xeD : x-f(x)eA} , then S is compact {possibly empty). 1§, for some a e X

« - f(x) #a forall x e D, then there exists § > 0 such that
(2.4) inf{||x-f(x)-al : xeD} 2§ ,
PROOF., If S and A are as above, then
Sc f£f(S) + A,
SO
(2.5) B(S) < B(£(S)) + B(A) = B(f(S))

Because f 1is a strict-set-contraction, equation (2.5) implies that £(S) =0 ,
so S has compact closure. Since D 1is closed and f 1is continuous, S must

be closed, and S itself is compact.

If equation (2.4) is false, select a sequence {xn} such that

limen-f(xn)~aH = 0 and define A by

e
A = closure{xn—f(xn)—a : n21}
By construction A is compact, so the first part of the lemma implies that

{xnlnzl} has compact closure. In particular, by taking a subsequence one can

assume that X, > X e D, and continuity then implies that
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x = f(x) + a,

a contradiction. 0O

The first theorem of this section is essentially Theorem 2.1 of [1071;
in the case that C is a normal cone, the theorem below is a very special case of

an earlier result (Proposition 6 on p. 252 of riozly.

THEOREM 2.2. Let C be a cone 4in a Banach space X and £ : C~>C «a
continuous, order-pheserving map which 4is homogeneous 04 degree 1 and which 48 @
stict-set-contraction with hespect Lo some generalized measwie 04 noncompacitness
B . Assume that there exists wu e C such that e Wl @ m21} 4 unbounded,
where £ denotes composition of f with itself m times. I U 48 any nela-
tively open neighborhood of zero in C, there exists x e 9-(U) and t 21 such

that
(2.6) f(x) = tx .
Funthermone, if f(y) =y for all y e C - {0}, one has

(2.7) i.(£,0) =0 .

PROOF. If f(x) = x for x € BC(U) , the theorem is proved, so assume,
equivalently, that £(y) # Y for all nonzero Yy in “¢’. Suppose that equation

(2.7) has been proved but that ecuation (2.6) is false for all x € BC(U) and

t >1 . Consider the homotopy
(2.8) fs(x) = sf(x)
for 0 <s s 1 and X ¢ U . By assumption, fs(x) 2z x for x € BC(U) and

0<s<1. If S ={(x,5)eUx0,1] : fs(x)=x} and
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T = {xeU : (x,8)eS for some sef0,1]} , equation (2.8) implies that

T ¢ colf(T)u{0}} ,

SO
B(T) = B(£(M) ,

and the fact that f 1is a strict-set-contraction implies that £(T) =0 and T
is compact. The other hypotheses of the homotopy property are easily verified and

one concludes that
(2.9) iC(fl’U) = 1C(f’U) = lc(fo’”)

Because fo is the map which takes all points to zero, the definition of the fixed

point index implies
(2.10) i.(£,,U0) = deg(1,W,0) =1,

where W 1is an open neighborhood of zero in X . Alternatively, one can argue
that the commutativity and normalization properties of the fixed point index imply
that ic(fo,U) equals the Lefschetz number of the identity map on a single point

space, and hence is 1. In any event one concludes that
ic(f,U) =1,
which contradicts equation (2.7).

It remains to prove ecuation (2.7). By Lemma 2.2, there exists & > 0

such that

inf{l|x-f(x)| : xeac(U)} > 8
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Decause f is homogeneous of degree 1 one can, by multiplying u by a positive

constant, assume that
fuff <8 .

Define g(x) = f(x) + u and consider the homotypy f(x) + su, 0 £s £1 . The

hypotheses of the homotopy property are easily verified, and one concludes that
(2.11) 1.(£,0) = i.(g,U) -
To complete the proof, it suffices to prove that g(x) # X for all x e U .

If g(x) = x for some X ¢€ U , one obtains

»
[\
[

Assuming, by way of mathematical induction, that
(2.12) x z £1(0) ,

one finds

v

x = g(x) = £(0) +u 2 £(x) 2 £(£ (W)

™y,

so equation (2.12) is true for all m .

Define a = Hfm(u)H and let a be a subseauence as in Lemma 2.1.

def m mi
If v = £ M) 4nd s o= (v :oiz1}
m e m,
£ il i 4
ef

Assuming this to be true for the moment, then by taking a subseauence V_ = W,
i.
J

one can assume that W +weC and |wll =1 . However, equation (2.12) gives

, I claim that S has compact closure.
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(am ) Tx - wj e C,

and by taking limits as j =+ « , one obtains the contradiction that -w ¢ C .

Thus to complete the proof it suffices to prove that R(S) = 0 . Notice

that one can write

k K
S = (;il {vmi}) v £7(T,) , where
(2.13)

: ik}
The definition of the subsequence a implies that

def
(2.14) T, < {xeC : |x]is1} = B .

Since f 1is a c-set-contraction, ¢ < 1 , with respect to R , ecuation (2.13) and

(2.14) give

k
(2.15) B(S) = B(E(T)) < B (B)
The right hand side of eauation (2.15) approaches 0 as ¥k »® , so B(S) =0 .0

The remaining results of this section, including the Krein-Rutman theoren,
will all be obtained as corollaries of Theorem 2.2, BRefore giving the first corol-

lary it is convenient to introduce a definition,

DEFINITION 2.1. A generalized measure of noncompactness R on a Banach
space X will be called positively homogeneous of degree 1 if
B(tA) = tR(A)

for all bounded sets A < X and all reals t 2 0 .
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One can easily see that the Kuratowski's measure of noncompactness (see
Y P

equation 1.13, Section 1) is positively homogeneous of degree 1.

COROLLARY 2.1. Let C be a cone in a Banach space X and B a gener-
alized measuwre 0f noncompactness on X , B positively homogeneous of degree 1.
let g :C~C bean orden-preserving map which is positively homogeneous o4
degree 1 and which 44 a o-sot-contraction w.r k. B . Tn addition suppose that

there exists u e C-{0} , a>c and an integer p = 1 such that
gf'(u) = aPu .

1§ W 48 any rnelatively open neighborhood of 0 4n C, thene exists X € 3 (W)

and N = a ‘such that
glx)) = Ax

PROOF. Let {an} be a monotone increasing sequence such that

c<a <a and lima =a . Suppose that for each n 2 1 there exists An 2 a,
-
and X, € BC(W) such that
g(xn) = ann .
Let S = {xplnzl} ; if one can prove that S has compact closure, i.e., B(S) = 0,

then by taking a convergent subseauence X, +~ x and An +~ X\ , one completes the
i i
1 proof. However,

8(s) = B{Gglx) + n2l))
n
and because

{(Xl';)g(xn) . 1'121} c _C—_o—({—al;g (xn) : nZl} V] {O}) 3




"
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one concludes that

B(S) ec{;}:g(xn) :n21}) = (2R (e(S)
1

IA

c
(77)B(S)
1
Because (éi) < 1, the previous inecuality implies B(S) =0

The above remarks show that it suffices to prove that for each real number
p, c <b <a, there exists x « BC(W) and A 2z b such that g(x) = Ax . Define

£(x) = (%Jg(x) . A simple induction implies
PP = 70
for all j 21, so

(gﬂjpfjp(u) ~-uelC , j=z21

If Hfjp(u)H were bounded, the previous equation would imply (take limits as
j »®) that -u e C, a contradiction. Thus {fm(u) : m21} 1is unbounded and,
of course, £ 1is a (gﬂ-set-contraction w.r.t. B . Theorem 2.2 implies that there

exists x € SC(W) and t 21 so
f(x) = tx or g(x) = (tb)x ,

which completes the proof. [J

-~

The essential point in Theorem 2.2 is that there exists a relatively oren
neighborhood W of 0 in C and a continuous map f : W » C such that
ic(f,W) = 0 ., The assumptiors on f in Theorem 2.2 are only important in that

they imply that ic(f,W) = 0 , and we shall see in the next section that other
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reasonable hypotheses lead to the same conclusion. The next two corollaries
illustrate this point by weakening the order-preserving and homogeneity assumptions

in Theorem 2.2.

COROLLARY 2.2. Let assumpiions and notation be as An Theorem 1.7 and
suppose that £(x) = x for al x e C - {0} . For r >0, defdne

V. = {xeC : lxlsr} and suppose that gon r >0, hos VvV, = C is a strnict-set-
0

contraction woa t. B such that

l1im supﬂ

y LEGQ-hOIL ; ocxfert = 0 -
>0

There exists 1y > 0 such that 4§ W 45 any relatively open neighborhood of 0

in C with Wc Vr , then
1

ic(h,W) =0,
and there exists x € BC(W) and t > 1 such that h(x) = tx .
PROOF. Lemma 2.2 implies that there exists & > O such that
I£)-xl 28, lixl =1
Homogeneity implies that
(2.16) Hf(X)-XH 2 8|l
for all x e C ; and if Ty > 0 1is chosen so that

(2.17) HE()-h(x)] < slixil for 0 < lixl <y

IA

one can easily show that for 0 < s <1 and 0 < x| < L

i (1-s)£(x)+sh(x)-x| > 0 .
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The homotopy property for the fixed point index and Theorem 2.2 now imply that if

3

W is a relatively open neighborhood of 0 in C , W< Vr
1

1C(h,W) = iC(f,W) =0,
1f h(x) # tx for some t >1 and x ¢ BC(W) » then just as in the proof of

Theorem 2.2, the homotopy sh(x) , 0 £ s <1, would imply that ic(f,W) =1, a

contradiction. [J
A technical lemma is needed before proving the next corollary.

LEMMA 2.3, Let C be a cone in a Banach space X and B a generalized
measwre Of noncompactness on X such that B 48 positively homogeneous of degree
1. Forn some R 20, assume that h : {xeC : Ix||=R} ~ C 48 a c-set-contraction

wha.t. B . I H:C=+C 44 defined by

(h(x) fon x|l = R

heo =3 (25 gon 0 <l <

0 dor x =0 .
H 48 continuous and 44 a c-set-conthaction w.n.t. B .

PROOF. The proof of continuity is easy and is left to the reader. Select

a number S > ¢ ; it suffices to prove that for every bounded set

(2.18) B(H(A)) = c,B8(A)

If A 1is compact, H(A) 1is compact and eauation (2.18) is immediate, so assume

B(A) >0 ., For 0 <t <s <, define Ar s by

3

= . <|! <
Ar,s {xeA : r<|ix|Iss) .

| NS



Because £ A) > 0 , there exists € > 0 such that
< .
BH(A, ) < cB(A)
and because h is a c-set-contraction,
B(H(AR ) = B(h(Ap ) < cBlAp ) < cB(A)

Select & > 0 so that (1+#8)c = One can write A

‘1

A , A, and a finite number of sets of the form A R
0,€ R« T,Ss

and s £ (i+8)Tr , so B(H(A)) 1is the maximum of F(H(AO E)) R E(H(AR O3)) and

b

B(H(Ar S)) (r,s as above). Thus it suffices to prove that

(2.19) R(AL ) = c, B (A)

4

for r and s as above. To prove ecuation (2.19) note that

HOA, ) © E({%h(ﬂ%) :xeA, Jul0D)
SO

5 S Rx .
(2.20) B(H(Ar’s)) < RB ({h(ﬂ—x—'i—) : xeAr,S}) .

(2.21) {ﬁ%ﬁ: xeA s} c EEI{%&(: xeA S}U{O} ,

s

and because h 1is a c-set-contraction, eouation (2.20) imnlies

c Sod - <
(2.22) BICA, ) = QEEBA, ) = (B0 O = f

which is the desired estimate. O

as the union of

where

T

« on e AR AT
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Lemma 2.3 illustrates one of the technical difficulties of working with
c-set-contractions: given a c-set-contraction h it is not always clear that h

has 2 suitable extension which is also a c-set-contraction.

COROLLARY 2.3. Let assumptions and notation be as in Theorem 2.2 and
wsume that f£(x) = x gor all x e C - {0} . Assume that for some R > 0,

n oo {xeC : [Ix[[2R} » C 48 a strict-set-contraction w.a.t. B and that

- “f(X%-h(X)“
lim sup{ ¢ Ix/lzr,xeC} =0
10 X

Then thete exists a number R, = R such that if W 4is any bounded relatively

1
open neighborthood of 0 with BC(W) c {xeC : HxHZRl} , ic(h,W) = 0 and there

exist x € 3. (W) and t > 1 with h(x) = tx .

PROOF. By using Lemma 2.3 one can assume that h : C > C is a strict-
set-contraction w.r.t. B . Just as in Corollary 2.2, there exists ¢ > O such

that
Ix-£x) = & |Ix]| ,

and if Rl > R 1is chosen so that

IO -hE0l < 8llxll for x> R,
the homotopy (1-s)f(x) + sh(x) shows that

ic(h,W) = ic(f,W) =0

whenever BC(W) c {xeC : HxHZRl} and W is a bounded, relatively open neighhor-
hood of 0 . The final statement of the corollary follows just as in Corollary

2,2. 0O
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I next want to show how Theorem 2.1 can be used to obtain various gener-
alizations of the linear Krein-Rutman theorem. First, some definitions will be
useful. If S is a bounded subset of a real Banach space X , a(S) will always

denote the Kuratowski measure of noncompactness of 8§

a(S) = inf{d>0|S 1is a finite union of sets of diameter &sd} .
If L : X+ X is a bounded linear operator,
(2.23) a(L) = inf{c>0|L is a c-set-contraction} ,

and we define p(L) by

1
n

=N

(2.24) o(L) = 1im(a(L™)™ = infa (L™
e nz1

It is proved in (1061 that p(L) 1is the so-called "essential spectral radius' of
L and has a natural interpretation in terms of the spectrum of the complexifica-
tion of L . (One can prove that the limit in eq. (2.24) exists by using the fact

that 0 < a(Lle) < a(Ll)a(Lz).)

If K is a cone in X and L : X+ X is a bounded linear operator such
that L(K) < K, one can also speak of the cone spectral radius, rK(L) , and the

cone essential spectral radius, pK(L) . More precisely, if L(K) < K, define
HLIIK = sup{||Lx|| : xeK and [x|ls1}

and
1 1

g n,on _ . ni-
(2.25) r (L) = lmL7yg = inf L
me n>o

Define uK(L) by
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aK(L) = inf{c>0 : L|K is a c-set-contraction}

and 1 1

2.26) p, (L) = lim(c (Ln))a.= inf (o (Ln))a'~
( X e K 0 K

One can easily see that p(L) < r(L) , rK(L) < r(L) and pK(L) < p(L)

1f the cone K is 'reproducing' (so X={u-v : u,veK}) one can prove that
(2.27) p (L) < T (L),

put the proof will be omitted here. I do not know whether inequality (2.27) is
true for all L without some restriction on K . Notice that a(L) = 0 if and

only if L 1is compact and aK(L) = 0 if and only if L|K is compact.

If K 1is a cone in a Banach space X with norm |[*|| , define a vector

space Y by
Y = {u-v : u,vek}

and make Y into a normed linear space by

def
(2.28) lyl = inf{ul+lvll : y=u-v,u,vek}

It is clear that |y| 2 |yl for all y e Y and |y| =llyl if v € K. One can
also easily check that if L is a linear operator whose domain contains K , and
L satisfies L(K) < K and HLHK <o , then L induces a bounded linear operator

on Y and one has
(2.29) ILly = Ity and r (L) = 7 (L) ,

where [LIY is the normof L : Y > Y and rY(L) its spectral radius.

It is well-known that (Y, ) is, in fact, a Banach space: see, for
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example, [116]. For completeness, I sketch a proof.

LEMMA 2.4. (Y,|*]) 48 a complete normed Zinear space.

0
PROOF. Suppose y €Y, n 21, and ) |yn| <® , To prove the lemma,
n=1
one must find y € Y such that

N
(2.30) lim|ly - Y y.] =0
Nrco j=1 7
By definition, there exist u_,v_ e K such that y_ =u_ -V and
n’'n n n n
”un“ + ”Vn“ < 2|yn| . It follows that

nzlﬂunﬂ < and nlelvnll <,

and the completeness of (X,[l*]l) implies that there exist u e K and Vv € K

such that

(2.31) z u =u and Z V. =V,

where the convergence of the infinite sums in (2.31) is in the ||+ norm. If one

defines y = u - v , one can easily verify equation (2.30). 0

COROLLARY 2.4. 1§ X 4is a neal Banach space, K a cone 4in X and
L : X+ X a bounded Linear operator such that L(K) < K, define b = pK(L) and
a = 1,(L) (whete o (L) and r (L) are defined in equations (2.25) and (£.26)),

and assume that b < a . Then it follows that there exists x € K - {0} such that

Lx = ax .
PROOF. Suppose one can find a seauence of real numbers Moo h < Moo
limp = a and vectors x_ € K, Han = 1 , such that
o T n
o} Il =
(2.32) an unxn .
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Notice that if u is an eigenvalue of- L with eigenvector in K , then the defi-

nition of a implies that u < a , so automatically My <a . Select d >b such
that Y 2d for all n and define S = {Xn : n21} . It suffices to prove that
a(S) = 0 , because then there exists a convergent subsequence {xn } , converging
i

o x e K, x| =1, and eauation (2.32) implies Lx = ax . However, if
v = {xeK : [[x][s1} , it is easy to see that for any j 21,

PR . L.J
(2.33) S = {(Un) (xy) : nzl} < (P V)

The definition of pK(L) implies that
L.j 1. j .
a((@’V) = @l Wy +0 as o,
so o(S) =0 .

The previous remarks show that it suffices to prove that for every real

number s , b < s < a , there exists x € K, [|x|| =1, and u 2 s such that
Lx = ux .

Define g(x) = (-i—) (Lx) , so

o) = <1< @ =@

IA

Select an integer N so that aK(gm) ¢ <1 for m=z=N, and as in [107] define

a generalized measure of noncompactness 8 by

1 N-1 :
(2.34) B(A) = ( 1 alz (&)
j=0

One can easily‘check that B 1is indeed a generalized measure of noncompactness

which is positively homogeneous of degree 1. Moreover, one has
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p N 1 N
B(g(A) = § L ale’ (W) + jalg (A))
j=1
(2.35)
ol p N
< (Qee®) + g _Zla(g (A))
J:
If <y is chosen so that ¢ < ¢, < 1 and ;
N-1 . |
(2.36) (1-c)) I Il < (ep-e)
j=1

one can obtain from eguation (2.35) that
B(g(A)) = ¢ B(A)
so g. is a strict-set-contraction w.r.t. B

To complete the proof, it suffices to prove that g has an eigenvector
x ¢ K with eigenvalue t 2 1 , and this will follow from Theorem 2.2 if there
exists u e K such that {Hgm(u)H . m21} is unbounded. If Y is as in Lemma

2.4, one knows that rK(g) = rY(g) >1, so [gmly is unbounded. The uniform

boundedness principle implies that there exists y e Y such that {!gm(y)iY :m21}

is unbounded. If y =v - w, with v,w ¢ K, it must be true that ”gm(v)H or

lg"(w)|| is unbounded, so there exists u e K with (g™ : m21} unbounded. 3

REMARK 2.1. If pK(L) =0, so LIK is compact, Corollary 7.4 gener-
alizes a theorem of F. Bonsall [11]. As Bomsall points out [11}, his theorem is
not a special case of the Krein-Rutman theorem, even if the cone K is total. It
may be worthwhile to describe Bonsall's striking example. Take
X = {peCl0,1] : ©(0)=0} in the usual sup norm and define L : X > X by ?

(Lx) (t) = X(Eﬂ . Define K = {peX : ¢ 1is convex and monotone ircreasing} (by

a function ¢ being monotone increasing on an interval J we shall always

mean ¢(s)se(t) for all s<t in J) and define, for 0 <y s 1, a linear
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homeomorphism SY : X > X by (SYx)(t) = x(tY) . Define KY , 0 <y s 1, tobe

the cone SY(K) . Bonsall observes that L(Ky) c KY and that L|KY is compact.
1

» SO T, (L) = (EJY ; Bonsall proves

Y
Y
that in fact Ty (L) = (%QY . Nevertheless, one can prove that K is total, so

1f XY(t) = ¢y , xY € KY and L(xY) = (%QYX

KY is total. Finally, one can prove that L : X = X 1is not compact. In fact

it will follow from the next lemma that p(L) = r(L) =1

It is interesting to note that linear maps of the same general type, but
nuch more complicated, have arisen in work of Bumby [24] on the Hausdorff dimension
of sets of real numbers. Some discussion of the spectrum of such maps is given in

Theorem 2.3 in [107].

The final theorem of this section will be a direct generalization of the
linear Krein-Rutman theorem, but another lemma is needed first. In the case that
L is a compact linear map, the following lemma was first proved by F.F. Bonsall

(11].

LEMMA 2.5. (Compare [11]). Let C be a total cone in a real Ranach
space X and L : X > X a bounded Linear map such that o(L) < r(L) , where
o(L) 4is the essential spectral hadius of L (gdven by ecuation (22.4)) and (L)

is the spectral nadius of L . If L(C) < C , one has
rC(L) =r(l) ,
whene re (L) iA the cone spectral radius of L (equation (Z.25)).

PROOF. Suppose one can prove the existence of x ¢ X such that

n
(2.37) lim sup ﬂ&.ﬁﬂ =8 >0

no>o L7

| N—
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Because C is total, there exists y = v - w, v,w ¢ C, such that [x-y| < %—,

and it follows that

.
(2.38) lim sup eyl %—> 0.
ne L7
Equation (2.38) implies that
n
(2.39) lim sup ﬂi7§ﬂ >0
n> e |17
where ue C and u=v or u=w . Equation (2.39) implies that
1
r.(L) = lim supL™l™ = r(L) ,
n-—+-

and because one always has rC(L) < r(L) , the lemma is proved.

Thus it suffices to find x as in ea. (2.37). By way of contradiction

assume that for all x

n
(2.40) im Lexl _

Select numbers pl and p2 such that

(2.41) p(L) < py < 0, < T(L)
If B = {xeX : [|x]|<1} , there exists an integer N so that
(2.42) a(L"B)) < p?ace) < 2p? for all n 2N,

and N can also be chosen so large that

N o, < r(L)
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By the definition of o , there exist sets Sl’SZ"“’Sm such that
N m
L' (B)=US, and
j=17

diam(Sj) < ZQT for 1 2j<£m,

For 1 £ j sm, select xj € Sj and given € > 0 such that

€ < 20? - ZOT »

select (by using equation (2.40)) an integer N such that

1
n
L7l
———El—-< ¢ for n 2 N1 and 1 <3j <m.
L
Given x ¢ B , select j such that LN(x) € Sj . For any n 2 Nl one
has
n+N n, N n
Lol s L7 (L (x)-xj)il + L xjH
n ,'N n
(2.43) < LM ze)) + ellL™
N, N
<
s 200N,
so one obtains

n+N
I

(2.44) N < 200N for noz N

1

If k1 is selected so that klN > N1 and one applies ecuation (2.44) repeatedly

one obtains

k-k, kN
1,1
[

I

kN
L

, N
(“pz)
(2.45)

Nk,
D(%p,)

IN
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where D 1is a constant independent of k . It follows that
) ¥
. kN “kN N
(2.46) Lim{/L™) <270, <r(l),

koo

which is a contradiction. [

As a final corollary of Theorem 2.2 I shall now derive a direct gener-
alization of the linear Krein-Rutman theorem (Theorem Z.1), to which the following

result reduces when L 1is compact.

COROLLARY 2.5. Let X be a neal Banach space and L : X +~ X a bounded
Linear map such that p(L) < r(L) , where p(L) 44 the essential spectral radius
of L (equation (2.24) and r(L) the spectral radius (equation (2.1)). I{ C

A5 any ftotal cone in X 4uch that L(C) < C, one has

(2.47) ro(l) = r(L) ,
and there exists x, € C - {0} such that

(2.48) on =TX,, T = (L)

I§ X* 48 the dual space 0f X and C* = {feX* : £(x)20 for all xeC} , there

exists £ e C* - {0} such that

(2.49) L*f = rf
0 0

PROOF. Lemma 2.5 implies ecuation (2.47). Because one alwayvs has

pC(L) < p(L) , it follows that pC(L) < rC(L) = r , and Corollary 2.4 gives

equation (2.48),

It is proved in [106]} that p(L*) = p(L) (this is a classical result if

L is compact), so pc*(L*) < p(L) . If one can prove that
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(2.50) rc*(L*) >r(l) =T,

lal

the existence of fO as in eouation (2.49) again follows from Corollary 2.4,
However, because -X ¢ C , the Hahn-Banach theorem implies that there exists

g€ c* such that X, 8> 2> 0 (where <,> denotes the bilinear pairing between

X and X*) . Furthermore, one has

n n
(2.51) <x,, (L 7g> = <Lx ,8> = 1 <x_,8> ,

and eouation (2.51) implies eauation (2.50). [




Section 3

THE mod p THEOREM FOR THE FIXED POINT INDEX

I wou like to begin this section by describing a useful theorem, some-
times called the "mod p theorem", which relates the fixed point index of " to
that of £ when m is a prime p or a power of p . This result was obtained
independently by Steinlein [118,119] and Krasnosel'skii and Zabreiko {752 in the
early seventies, though Kranosel'skii and Zabreiko did not present a complete proof

in [75]. In the case of maps of R" into R , the mod p theorem takes the

;
!
!

following form:

THEOREM 3.1. (Steinlein, Krasnosel'skii and Zabreiko). Suppose that G
i8 an open subset 04 R", f:G~ R" is a continuous map and H 4s an open
subset 04 G such that ' is defined on H , where m = pt and p 4A o prdme.,

A: e that T = {xeH : £7(x)=x} 4s compact and that f(T) < L, Then one has

deg(I-f,H,0) = deg(I-f",H,0) . (mod p)
n

If one writes X = R, the conclusion of Theorem 3.1 can be restated in

the notation of the fixed point index:

i, (£F,H) = iX(fm,H) (mod 1)
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Indeed, it is not too hard to extend Theorem 3.1 to the context of compact maps or

strict-set-contractions on ANR's, For example, Steinlein [119] has proven:

THEOREM 3.2. (Steinlein). Suppose that G 4is an open subset of a metric
ANR X , £ : G > X 4s a continuous map and H 4is an open subset of G such that

mo s defined on H , where m = pt

£ and p 48 a prime. Assume that
5= {xeH : £ (x)=x} {6 compact (possibly empty), that f£(I) < & and that f is

compact on some neighborhood of T . Then one has
i, (£",H) = iy (£,H) (mod p)

I shall now present a proof of Theorem 3.1, The general approach is to
show that one can approximate f by ''nicer' maps for which the theorem is easier
to prove. At the final stage one reduces to the case that m =p , f is a c”
map on H and f(x) # x for all x ¢ H (Lemma 3.4). At this point one can fill
in the details of a remark of Tromba (see [123], p. 488) to find an approximation
of f for which the theorem is easy to prove. Because the fixed point index is

stable under small perturbations, one obtains the desired result for the original

f by taking close enough nice approximations.

Theorem 3.2 can, in fact, be derived from Theorem 3.1: see [119]. In the
interests of length and because all the essential difficulties already arise in the

proof of Theorem 3.1, I shall omit the proof, but I shall use Theorem 3.2 later.

The first step toward proving Theorem 3.1 is to prove it when f is
linear. First, some notation is needed. If A : R" > R" is a linear map (an
nxn real matrix), A extends to a complex linear map A : Gn - Gn . If oz e T,

define an integer nZ(A) by

(3.1) nZ(A) = dim{we@n : (I—zA)J(w)=O for some j=1} ,
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where "dim'" in equation (3.1) is complex dimension. A result of Leray implies that

if I - A is one-one and U 1is any open neighborhood of 0 in
N
(3.2) deg(I-A,U,0) = (-1) , where
(3.3) N= ) n(A)
t
O<t<1

Note that for t real,

(3.4) n (A) = dim{weR™ : (I-tA)?w=0 for some j=1} ,

R

n

)

then

where 'dim" in eaquation (3.4) is the dimension of a real subspace of R" .

Actually, Leray proved ecuation (3.2) in the case that X 1is a real Banach space,

A : X~> X is a compact linear map and U is an open neighborhood of 0 .

Equation (3.2) also makes sense and is valid if A : X > X 1is a bounded linear

operator whose essential spectral radius is less then one.

With these preliminaries, the first lemma can be proved.

LEMMA 3.1. Assume that A : R" +R" s a Linear map and that for some

I¢

positive integer m , T - A"

m is an odd integer and U s an open neighborhood of 0, then
(3.5) deg(I-A",U,0) = deg(I-A,U,0)
t

1§ m = 2" {or some integer t , then

(3.6) deg(I-A™,U,0) = deg(I-A,U,0) (mod 2)

H

n

PROOF. If L :U~R' is a nonsingular linear map, it is well-known

that deg(L,U,0) = £1 , so equation (3.6) follows from the trivial fact that

and -1 are congruent mod 2.

is one-one (40 necessarniluy I-A 44 one-one).

+1
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. . . n n
Thus assume m 1is odd. There exists a linear map B : R > R so close

to A that

deg(I-A,U,0) = deg(I-B,U,0)
and

deg(1-A™,U,0) = deg(I-8",U,0) ,

and such that all eigenvalues of B .are algebraically simple. Thus one can assume

from the start that all eigenvalues of A are algebraically simple. Eauations

(3.2) and (3.3) show that the lemma will follow if one can prove that

n_(A™ (mod 2) for 0 <t <1

(3.7 n, (A)

A simple calculation shows that

nom m-1
3.8 I-¢t"A" = T (I-£.A) ,
(3.8) JIg (1-£58)
(3.9) (‘_;J = t exp (ﬂrmll) s 0 < 3 <m-1 , i ___,/__"1 .

By using equation (3.8) and the assumption that all eigenvalues of A are alge-

braically simple, it is not hard to show that

(3.10) {weC™ : (I-thm)J(w)=0 for some i} = span{w, : ¢™=t"} ,

g

. . . -1 . . .
where W, 1is an eigenvector of A if ¢ is an eigenvalue and otherwise

2

g

. . . m m
w, = 0 . Because m 1is odd, T =t is the only real solution of 7 =t ;

. -1 . " m m
otherwise the values of  such that T is an eigenvalue and 7 =t occur

in nonreal, conjugate pairs. Because one can also easily show using ecuation

(3.8) that

st , ¢ L is an eigenvalue of A}
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is a linearly independent set, one concludes that

n _(A™ = dim{weC™ : (I-tA)w=0} = n_(A) (mod 2) ,
tm t

which is the desired result. [

The next step in proving Theorem 3.1 is to show that it suffices to prove

it in the case m 1is a prime,

LEMMA 3.2. In order to prove Theorem 3.1 it suffices to prove Lt in the

case m = p = a prime.

PROOF. Let notation and assumptions be as in Theorem 3.1 and suppose the
theorem has been proved for the case m =p . If m = pt , define
L. = {xeH : fs(x)=x , s=pJ} . Because f" = (fs)r (s=pJ , T=p

J
see that Zj c Zt cH . If x ¢ Zj , it follows that

, it 1is easyv to

f(x) € f(Zt) c Zt < H

(because it is assumed that f(Zt) c Zt) , SO

£5(F(x) = F(£7(x)) = £(x)

i-1 j
and f(x) € Zj . Now define g = £P , SO gp = £ ; because g(Zj) < Zj , the

mod p  theorem (for the case m=p) implies

Fj j-1
(3.11) i, (€7 ,B) = iX(fp JH)  (mod p) ,

and because equation (3.11) is valid for 1 < j <t , one ohtains

t
ix(fp JH) = i (£,H)  (mod p)

which is the desired result. [




69

The next lemma is a technical result concerning approximation of the
function f in Theorem 3.1; the basic step in the lemma is simply a tedious ep-

silon-delta argument.

LEMMA 3.3. Let G be an open subset of R" , f : G+ R" a continuous

map and M a bounded open subset of G such that £ is defined on H for some
m-1 .

m>1, 40 K= UTfI(H) 48 a compact subset of G . Assume that if
j=0

Zf = {xeH : f"(x)=x}, then f(Zf) < LpcH. 1§ U 48 a given open neighborhood
0f K Auch that KcUc G , thete exists & > 0 Auch that if g : U~+R" s

any continuows map such that

(3.12) I£(x)-g(x)|| <& for all x ¢ U‘,

then

(1) g" 4is defined on H and if Zg = {xell @ g"(x)=x} ,

z c c
(3.13) g( g) Zg H,
and
(3.14) (2) ix(gj,H) = ix(fj,H) gor j =1 oL m (X= Rn)

PROOF. Given any € > 0 , there exists & > 0 such that if g : U~ R"

is any continuous map satisfying eauation (3.12), then gj(ﬁ) c U for

0<js<m-1 and
(3.15) HfJ(x)-gJ(x)H <e forall xeH and 1< 3jsm.

The proof of the previous statement is elementary, but tedious, and is left to the

reader.
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Now select V to be an open neighborhood of Z. such that VcH and

such that

(3.16) £f(V) < H .

Equation (3.16) is possible because f(Zf) c Zf . Select nn > 0 so that n
(3.17) Hfj(x)—xH >n for j =1 or m and for all x e H -V,

and select € > 0 such that € <n and such that the e-neighborhood of £(V)
is contained in H . If & > 0 1is chosen so that ecuation (3.15) holds, equation

(3.17) and (3.15) imply that
(3.18) Ix-(1-t) 83 0 -tg? ()l > 0

for j=lorm, O0<t<1 andall x e -V . Equation (3.18) and the homo-
topy property for the index imply eauation (3.14). Eauation (3.18) also implies

that Zg ¢V, and g(V) 1is contained in the g-neighborhood of £(V) , so
) c H .,
g( g)
Thus if X € Zg , £(x) ¢ H and
m m
g (g(x)) = glg (x)) = gx) ,
that is, g(x) € Zg . O

By using Lemmas 3.2 and 3.3 one sees (by approximating § closely by a
¢” function on U) that it suffices to prove Theorem 3.1 in the case m = p and
£ is C , and these assumptions will henceforth be made. The next lemma shows

that it suffices to prove Theorem 3.1 when f has no fixed points in H .

R —
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LEMMA 3.4. TIn ordern to prove Theorem 3.1 it suffices to prove it when

£ has no §ixed points in H .

PROOF. Let notation and assumptions be as in Theorem 3.1, and suppose
that Theorem 3.1 holds when f has no fixed points in H . As already remarked,
one can assume f is c . By using the Sard theorem and Lemma 3.3 one can, by
replacing £(x) by f(x) - a , where a is a regular value of I - f and |[a

is small, assume that f(x) has only finitely many fixed points, say

{Xj

at Xj , is nonsingular.

1t

1<js<u}  in H , and that Aj I - df(xj) , the Fréchet derivative of I - f

For Xx near Xj one can write

(3.19) f(x) = xj + Aj(x~xj) + Rj(x) s
where

IR, (x)l
(3.20) lim —d—— =0 .

HX-xjH+0 Hx—xjH

For 1 £ j £y, there exists a positive constant cj such that
(3.21) Hz-a0ull = clull
for all u e R" . Select & as in Lemma 3.3 and for 1 < j <y select rj ,

0 < rj < 1, such that the open balls Br (xj) of radius rj and center x, are
j A
pairwise disjoint and such that

(3.22) HRJ.CXJII < EjHX-xjH for iIX-xjH ST

where

S C.
(3.23) € = min(;,—-zl)
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For each j , 1< j s u , select Sj , 0 < GjHAjH < e such that I - (1+6j)Aj

and I - (1+6j)pA§ are nonsingular. Finally, select pj , 0 < pj < rj and ob-

u
serve that because {Rr (xj) : 1<j<u} and G - U Bp (x.) gives a finite open
j j=1 "3
covering of G , there exists a c” .partition of unity subordinate to this cov-

ering. More precisely, there exist nonnegative ¢” functions Qi(x) for

1 £ j <y and a nonnegative ¢” function @ (x) such that support(@j) < B (x.),
T, ]
u ]

support(¢) < G - U B, (x;) and
j=1 %5

u
Y ¢j(x) +o(x) =1 forall xeG .
j=1

With these technical preliminaries we are almost done. Define g : G > R"

by

U
(3.24) g(x) = ]

J_le(x)[xj+(l+6j)Aj(x-xj)] + o (xX)f(x) .

For x ¢ Brj(xj) , f(x) = g(x) , while for x € Bri(xj) s
(3.25) f(x) = @j(x)[xj+Aj(x-xj)+Rj(x)] + o (x)f(x)

It follows that if x ¢ Br (xj) (so wk(x)=0 for k=j) ,
j

A

HORIOIIEN TR W SRR LN O]

A

(3.26) (hﬁjAjHTEj)Hx—xjH

A

(SHX'X'“ < 6 )
J
so | f(x)-g(x)|| <8 for all x € G, Thus Lemma 3.3 implies
i (e1,H) = i (g, 0) for j =1 or p,

and it suffices to prove Theorem 3.1 for g instead of f .
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If g(x) = x for some x € H , one must have x ¢ Br (xj) for some
‘ J
(g(x)=f(x) outside UBr (xj) . But if g(x) = x for x € Br (x) one has
j j
.27 - x, - A {x-x.) = 8.0, (XA, (x-x,)+ R.
(3.27) x - x; - Ag(x x;) 395 () 5 (x=%5) 9 (x)R, (x)

By definition one obtains

v

H(I—Aj)(x-xj)H chx—xjH and (for xzxj)

H6j¢j(X)Aj(X—xj)+w(X)Rj(X)” < [HsjAj”+€j]Hx“xj“ < CjHX'XjH )

so equality can occur in ecuation (3.27) (for xeBr (Xi)) if and only if x = xj

]
In other words, the fixed points of g in H are the same as the fixed points

of f .
Finally, select Oj , 0 < Oj < pj such that

gk(Boj(xj)) c Bpj(xj) for 1 £k<p.

A simple calculation shows that for x € Bc (xj) s
j

(3.28) K = X + (1+6j)kA§(x-xj) L 1<k<p.

Because of the way Gj was selected, ecquation (3.28) implies that Xj is the

only fixed point of gp (and of §g) in Bo (xj) , and Lemma 3.1 implies that
j

(3.29) iX(gp,BOjcxjn i858 (7)) (m0d p)

H —

If one defines W =H - U By (x.) » g has no fixed points in W , and if one
j=1

knew that Theorem 3.1 were true for g|W , it would follew that

j
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(3.30) iy (gP,W) = iy(g,W) =0 (mod p)

Finally, equations (3.29) and (3.30), together with the additivity property for the

fixed point index, would give

. P - 3

i, (g",H) = iy(g,H) (mod p) ,
which is the desired result. [

The previous lemmas show that it suffices to prove Theorem 3.1 when m

is a prime, and f 1is a ¢® function with no fixed points in H . The reduction
to this point is standard and is used in all proofs of the mod p theorem of which

I am aware.

LEMMA 3.5. Suppose that f 44 as in Theorem 3.1, p 4s a prime, and

£ is a C  function with no fixed points in H . Suprose fhat for every & > 0

there exists a continuous map g : H-+ X = R" such that

(3.31) sup{|[f(x)-g(x)]| : xeH} < §

and such that gP has only finitely many §ixed points in H . Then
iX(fp,H) = 0 (mod p)

PROOF. If I, = {xefl : fP(x)=x} , it is assumed that £(Zp) ¢ Ip el

so there exists an open neighborhood H1 of I, such that

f
(3.32) edH) cu for 0sjsp.

The additivity property of the fixed point index implies that

: P = i P
1X(f JH) = 1X(f ,Hl)
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If one applies Lemma 3.3 (with Hy taking the place of H in Lemma 3.3) one find

that if & in equation (3.31) is sufficiently small, then gp is defined on H1 ,

g(zg) c Zg < Hy (where Zg = {x E& cgPx)=xb)

(3.53) i (£P,H)) = iy (2P H))

and g has no fixed points in H1 .

If y 1is a fixed point of gp in ﬁl , then because g(x) = x for all
x in H, and p 1is a prime, onecan check that the points xj = gJ(x) s
p

0<jsp-1 are all distinct and all fixed points of ¢ Because g has

only finitely many fixed points, there exist open neighborhoods Uj about x. ,

U, c<H such that xj is the only fixed point of gp

j 1’

the right hand side of equation (3.33) is congruent to zero mod p , it suffices

in Uj . To prove that

(by the additivity property of the fixed point irdex) to prove
(3.34) ig(gF,Uy) = ix (U , 153 sp -1
For a fixed j , 1 < j <p -1, define
. n - o)
hy 1 U >R, h(y) =g (y)
and

hy 1 U > RY L hy) =00

Then one has for vy ¢ Vo c UO , V_ an open neighborhood of x ,

[ye]
o
Py
<
p—
"

hy(hy (V)

and similarly for y e Vj c Uj s

o]
e
~
<
~—t
it

hy (h, ()
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Thus the commutativity property for the fixed point index implies that

. P -

. = 3 P
1X(h1h2,vj) lx(g !Uj) 2

and the lemma is proved. [

It remains to find approximations g as in Lemma 3.5. At this point I

shall follow a suggestion of Tromba [123, p. 488] and use a transversality theorem.

First some definitions are needed: If Y and Z are Banach spaces and
L :Y~—>7Z is a bounded linear map, L is called Fredholm of index zero if R(L) ,
the range of L, is closed, and the codimension of R(L) ecuals the dimension of
the null space of L . If U 1is an open subset of Y and f : U+ Z is contin-
uously Fréchet differentiable with Fréchet derivative df(x) : Y+ Z at xe U,
f is called Fredholm of index zero if df(x) 1is Fredholm of index zero for all
x ¢ U ., Because the definition is local, it also makes sense when Y and Z are

Banach manifolds,

Now suppose that A is a smooth Banach manifold, W 1is an open subset of

a Banach space, Y 1is a Banach space and

T AxW->Y

is a C1 map. The map ¢ is called a "Fredholm family of index zero" if for each

a e A, themap x - ¢(a,x) 1is a Fredholm map of index zero on W . The map ¢
is called a zero-proper family if whenever a > a and @(an,xn)-+0, the seauence

{xn} has a convergent subsecuence which converges to a point in W .

The following theorem has been proved by Tromba [122} when A is a smooth

Hilbert manifold. It generalizes earlier results of R. Abraham [1].
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THEOREM 3.3. (See [122]). Suppose that A 4is a smooth Banach manifold,

W 44 an open subdet of a Banach space X , Y 4s a Banach space and ¢ : A x W > Y i
is a zero-proper  Fredholm family of index zero. Assume that {orn each t
z = (a,x) € @'1(0) , do(z) 44 onto. Then there exists an open, dense Aet A c A |
such that whenever a e A , All the zenos o4 ¢, are nondegenerate (40 that

(pa(x)=0 Amplies dcpa(x) 5 one-one and onto) .
I shall now use Theorem 3.3 to complete the proof of Theorem 3.1.

PROOF of Theorem 3.1. By the previous lemmas, one can assume that f is

COo , f(x) 2 x for all x in H and m = p . As usual, define Zf by

Lo = {xeH : fP(x) =x}

and let Hl te an open neighborhood of Ef such that

fJ(Ffl)cH for 053 <p.
Define Z to be the Banach space of C1 maps k R™ + R" which have bounded C1 ?

norm:

Ikl = supllk(x)ll + suplldk ()] ,

xe'Rn xéRn

and for € > 0 define Ae by

(3.35) A = {I+k : keZ and ||k||<e} ,

where I 1s the identity map. The set AE is homeomorphic to an open subset of

Z and so is a smooth Banach manifold. Given Y ¢ Ae and x ¢ H , define

o(v,x) = x - (YO (%),

where Yyf denotes the composition of ¥y on f . If we can prove that, for «
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sufficiently small, ¢ satisfies the hypotheses of Theorem 3.3, then the proof of
Theorem 3.1 will be completed by an application of Lemma 3.5. Take € > 0 so
small that for any Y € Ae one has (1) (yfi(x) # x for all x ¢ H and (2)
if (Yf)p(x) = x for some X € ﬁ', then (Yf)j(x) € Hl for 0<j<p-1 and
if Xj = (Yf)j(x) , then f(xj) z f(xk) for 0<j <ksp-1. Itis easyto

see then that ¢ 1is a zero-proper Fredholm family of index zero.
To complete the proof, one must prove that if (Yo,xo) € AE x H and
- P
x, = (£ (x)

then the Fréchet derivative of ¢ at (Yo,xo) is onto. Define xj = (Yof)J(xo) ,
0<js<p-1,and take I € Z = the tangent space to A€ and £ ¢ R" . A simple

induction proves that

((do) (ry,x)) (T,E) = & - (@D (x)) ()

(3.36) p-1 .
1

- T (x ) - izlcdtvof) () (TECx 5 1)

To complete the proof, it suffices to prove that given & € R" , there exists
T ¢ 2z such that the right hand side of equation (3.36) eauals & . However, by
construction all the points f(xj) are distinct for 0 < j <p -1, so one can

take T to be a map such that F(f(xj)) =0 for 0<j<p-1 and
- P
Fee(x,q)) = -0 OPxNIEY
which proves d@(yo,xo) is onto. O

REMARK 3.1. The reader may have noticed that Theorem 3.3 is proved in
[122] for Hilbert manifolds A , whereas the application here is to a non-Hilbert
manifold. Thus it may be worth noting that with more care one can reduce to the

case that A is finite dimensional. To see this, take n >0 and let
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{yl""’ys} be an n-net for ﬁ'; let 61,...,65 be fixed nonnegative c” func-
tions such that supp(ej) c Bn(yj) and Zej(y) =1 for all y ¢ H. Define 2

J
to be the finite dimensional vector space of functions 6(y) of the form

s
6(y) =

ej(Y)Ej )

j=1

where Ej are arbitrary vectors in R" and let A, be defined by equation (3.35),
but for this space Z . If n 1is chosen small enough, one can prove that a vari-
ant of the previous argument still applies, but now one is only using the finite

dimensional version of Theorem 3.3.

The term "asymptotic fixed point theory' has sometimes been used to de-
scribe theorems in which the existence of a fixed point of a map f 1is derived
from assumptions about iterates of f . As might be expected, the mod p theorenm
is a useful tool in proving asymptotic fixed point theorems. The following result
is a typical, simple application of the mod p theorem in this direction. In the
statement of the followiné corollary, recall that P , the set of periodic points |

of amap 6 : X > X, is defined as i
(3.37) P = {xeX : 8™(x)=x for some m21}

COROLLARY 3.1, Let X be a metrnic ANR, 6 : X > X a continuous map and
G an open subset of X 4uch that 6|G .4is compact. 1§ P 4is the set of periodic
points of 6 (see equation (3.37)), assume that there exists a compact set A 4
such that (PaG) c A c G, 8(PnG) <G, 8™(G) < A {or all nm = m and A b 4

homotopic in G Zo a point. Then one has

iX(G,G) =1
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PROOF. For each prime p , Theorem 3.2 implies that
1,(87,6) = 1,(8,6) (mod p) ,
X X
so to complete the proof, it suffices to prove that

(3.38) ix(Gp,G) =1 for p2m .

The assumption on A means that there is a continuous map H @ A X [0,11 > G such
that H(x,0) = x for all x e A and H{(x,1) = X, for some X, € G and all

X ¢ A . Because em(G) < A for all m=2m_ , H provides a homotopy I(x,t)

(for pZmO) of 6P +to the constant map x X, by

HOEP (0 ,t) = T(x,t) , (x,t) € G x [0,1]
Equation (3.38) now follows from the homotopy property of the fixed point index. U

Corollary 3.1 is not directly suited for later applications. With these
applications in mind it will be useful to make some further definitions and obtain
some other corollaries of the mod p theorem. The following definition is a

slight modification of a definition of F.E. Browder [22].

DEFINITION 3.1. Suppose that C is a toprological space, W 1s an open
subset of C , X, € W and £ : W - {xo} + C is a continuous map. Then X/ is
called an gjective point of £ if there exists a neighborhood U of x| such
that for each x ¢ U - {xo} there exists an integer m = m(x) such that fm(x)

is defined and fm(x) ¢ U . If f 1is, in addition, continuous at X5 and

f(xo) =X, then x_ will be called an efective fixed point of f .

It is observed in [96] (see Sectionms 1 and 3) that in some applications
f may nof be continuous at Xy but for simplicity continuity will be assumed

here.
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An open neighborhood of X, such as U 1in Definition 3.1 will be called

"an ejective neighborhood of X, for £ ". If U 1is an open neighborhood of «x
o

and the conditions of Definition 3.1 are satisfied if U 1in Definition 3.1 is re-

placed by U , then U will be called a closed efective neighborhood of x  fon
0

f.
The next result is a point set topology lemma of F.E. Browder [ 227,

LEMMA 3.6. (Browder [22]), Let C be a compact Hausdorgg Aspace,
f:C~>C a continuows map and x, € C an efective fixed point of £ . Assume
that f(x) 2 X, for all x = X, Then there exists an open nedighborhood W ¢}
X such that gon any open nedghborhood V04 X there exists an integer m(V)

for which fm(C-V) cC - W for all m é m(V)

PROOF. Assume for the moment that if U is any closed ejective neighbor-
hood of Xy for f , there exists a compact set C1 < C, X, ¢ C1 » such that
f(Cl) c Cl and C - U ¢ C1 . For a fixed U, take W to be an open neighborhood
of X, disjoint from C1 and let V be an open neighborhood of X, If
y ¢ C - U one has fm(y) € C1 for all m=21 . If y e A= (C-V)n U , there
exists an open neighborhood Wy of vy and an integer m = m(y) such that
£"(z) e C - U for all z ¢ W, . It follows that £'(z) eC, for all n =m(y)

and z € Wy . A simple compactness argument applied to A shows that there exist

e,y € A with
Y1 Yo

For n 2 max{m(yj) : 1<j<p} = m(V) one has that

1A < Cy »
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and therefore
£'C-V) c ¢ < C- W, nzmnV)

Thus to complete the proof it suffices to prove the existence of C1
If U 1is a closed, ejective neighborhood of X, and if z ¢ B = £(C-U) n v,
there is an open neighborhood NZ of 2z and an integer M, 2 1 such that
f Z(x) e C-U for all x e NZ . Because B 1is compact, there is a finite cov-
ering of B Dby sets Nz. , 1 £3j <k, with corresponding integers Uz. s
1<j<sk. If vs= max%u : 1<j<k} , define C, by {

Z, 1
]

£3c-)
0

(3.39) C

i
n Q<

j
Note that Cl is compact, C - U < C1 and X, £ C1

It only remains to prove that f(Cl) c C1 and to prove the latter inclusion it

(because F(x)¢xo for xxxo).

suffices to show that if =z € fv(C—U) , then f(z) € C1 . Thus suppose that

. = £9(y) for some yeC-U. If f(y) eC-U, £f(z) € £(C-U) € C/ . If
f(y) £ C - U, then f(y) € B and there exists an integer Mo for some j ,

1 €£3j <k, such that (writing u:uz.) fu(f(y)) = fU+1(y) € CJ— U ., But then one

]
has

) = £y = £ ET o) € e < g

It follows that f£(z) € C1 for any z € fV(C-U) , and the proof is complete. [

In [22], F.E. Browder has proved that if C 1is a compact, convex subset
of a Banach space, f : C ~ C a continuous map and X  « C an ejective fixed point
of f such that X, is also an extreme point, then f has a fixed point other
then X, (Recall that X € C 1is called an "extreme point of C" if there do

not exist y , ze C, v # X and z # Xy such that X, = (%}(y+z)) . If C



A

83

is not finite dimensional, Browder's theorem is true without the assumption that
X, is an extreme point of C , but if C 1is finite dimensional one can easily
construct examples to prove that, in any event, X, cannot be an interior point of

C if Browder's theorem is to be true.

The next theorem is a special case of results in Section 1 of [96]. The
theorem contains Browder's result as a special case, but its importance for us will
be in the information it provides about the fixed point index of a map on a neigh-

borhood of an ejective fixed point.

THEOREM 3.4. (See [961). Let K be a closed, convex subset of a Banach
space, W a relatively open subset of K and £ : W > K a compact map, Assume
x, €K 48 an efective g4ixed point of £ and that X L8 an extheme point of X .
1§ U 48 any relatively open neighborhood of X such that x, A the only §ixed
point of £ 4in U (neighborhoods Like U exist by deginition of ejectivity) and

if K= {x}, then 1 (£0) =0 .

PROOF. The additivity property for the fixed point index implies that
iK(f,U) is independent of U for U as in the statement of the theorem, so it
suffices to prove the theorem for a sufficiently small neighborhood U . If
o >0 , define Vp = {xeK : Hx—xOHsp} and select p > 0 such that VD c W,
Select U such that U is a closed, ejective neightorhood of Xy for f ,

U c Vp and f(U) ¢ Vp . There exists a continuous retraction R : K » Vp defined
by
x for Hx-on <P

R(x) =
tx + (l—t)xo , t =
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If one defines g(x) = R(f(x)) , then one can easily check that g(x) = f(x) for

all xeU (so U 1is a closed, ejective neighborhood of X, for g) and
i,(g,0) = i (£,U0)

Also, if one defines C = Ei;g (W) , C 1is compact and convex and one has

(3.40) gU) ¢ gW) < C < Vp c W,

so the commutativity property of the index gives

i (g,U) = i-(g,UnC)

However, equation (3,40) also implies that g 1is defined on C and g(C) < C ,

Of course Xy remains an extreme point of C .

The reduction of the previous paragraph to the case g : C » C shows that
one may as well assume from the start that K is compact and convex, that

f : K+ K is continuous and that x, € K 1is an extreme point of K and Xy is

also an ejective fixed point of f (with closed ejective neighborhood U) . De-
fine p(x) = d(x,U0) (the distance of x to 0) , take x| € K such that Xy 2 X,
and select e > 0 so small that ep(x) <1 for all x ¢ K . Define fs : K- X
by

.00 = (I-ep(x)) (X)) + eplx)x,
Because f€ agrees with f on U one certainly has
1 (£,0) = i (£,0)
and U is a closed ejective neighborhood for f8 . Moreover, one has that

(3.41) fE(X) z X
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for all x e K - {x } : if x ¢ U, inequality (3.41) is true because X, 1is an

extreme point, and if x ¢ U, it is true because x_ is an ejective fixed point
o

of f .

Now one is in the situation of Lemma 3.6, so there exists a relatively
open neighborhood U1 of Xy Ul < U, such that for any relatively open neigh-

borhood V of x_ , f’;‘(K-V) < K-U forall m2mn(V) . Define a set A by

A = {(1-t)y+tx, : 0sts<l , yeK~U1}

1

Clearly A is a compact subset of K and X, ¢ A (because Xy is an extreme
point). Select V to be a relatively open neighborhood of Xy such that V and

A are disjoint. If, in the notation of Corollary 3.1, one defines X = K, a met-

ric ANR, G = K - V , an open subset of X and 6 = f8 , one can easily check that

the hypotheses of Corollary 3.1 are satisfied, so
(3.42) 1K(f€,K-V) =1,
On the other hand, f€ : K» K is homotopic to a point, so
(3.43) iK(fe’K) =1
The additivity property implies that
1K(f€,V) + 1K(f€,K-V) = 1K(f€,V) ,

so one concludes that

iK(fE,V] =0 . 0O

REMARK 3.2. It is proved in Section 1 of [96] that if K is infinite

dimensional (that is, K 1is not contained in any finite dimensional affine linear
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subspace) then Theorem 3.4 is true without the assumption that X be an extreme
point of K . Also, it suffices to assume that flW is a strict-set-contraction
w.r.t. a generalized measure of noncompactness. If K is finite dimensional, it
suffices to assume that X, is an ejective fixed point and X, is not in the
interior of K (the interior is taken with respect to the affine linear subspace
spanned by K).

The applications in Section 5 of these notes will also recuire the notion
of an "attractive fixed point", which is more or less the antithesis of an ejective
fixed point. ’

DEFINITION 3.2. Suppose that C 1is a topological space, W is an open
subse; of C such that X, € W and f : W= C 1is a continuous map such that
f(x) = x, . The point x is called an atthactive §ixed point of £ if there
exists an open neighborhood U of Xg U c W, such that (1) fm(U) c W for all

m=z21,and (2) if V 1is any open neighborhood of X there exists an integer

m(V) such that fm(U) ¢V for all m 2 m(V)

THEOREM 3.5. Let C be a closed, convex subset of a Banach space, W a
nelatively open subset of C and £ : W~ C a compact map. Assume that x e W
8 an atthactive gixed point of fo. 1§ Vv 48 any relatively open neighborhood
o4 X, such that Xy is the only fixed point of £ 4in V  {(such nedighborhoods
exist by atthactivity), then ic(f,V) = 1

PROOF. The additivity property of the fixed point index shows that
ic(f,V) is independent of the particular V chosen as in the statement of the
theorem. Let U be as in Definition 3.2 and select o > 0 so small that Veu R

where

vV = {xeC : Hx-xOH<p} .

S R
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By definition of attractivity, there exists my such that for all m 2 m o
£ V) ¢V . One can verify that the hypotheses of Theorem 3.2 are satisfied for

pzm , P 2 prime, so

1(E,V) = i (£,V)  (mod p)
and it suffices to prove that
1C(fp’V) =1,
However, one has fp(Vj c V so the commutativity property gives
i (E2,V) = 1PV = iR, )

Because fP : V -+ V is a compact map which is homotopic to a point (V 1is convex),

the homotopy property implies
(e, = 1,

and the proof is complete. [




Section 4

GLOBAL BIFURCATION THEOREMS IN METRIC ANR'S

Some time ago P.Rabinowitz [109] proved his now famous 'global bifurcation

theorem''. 1In Rabinowitz's framework one has a compact map f : R x Y - Y , where

i

Y 1is a Banach space. One assumes that f(},0) 0 for all real X and that the

map y =+ f(A,y) has a Fréchet derivative at x = 0 given by dfy(k,O) = AL .
Rabinowitz's theorem then discusses the structure of connected components of the
closure of {(A,y)eRxY) :f(A,y)=y , y=0} . In some applications the map f is
not naturally defined on R x Y , Y a Banach space, but on a space J x X , where
J is an open interval of reals and X 1is a metric ANR. For example, X may be a
closed convex subset of a Banach space. One can assume that f is locally compact
and that f(X,xo) = X, for all X ¢ J and some X, € X , and one can again con-
sider the closure in J x X of {(A,x)eJxX : f(A,x)=x and xzxo} . Even assuming
that one can give a meaning to the Fréchet differentiability of the map x > f£(A,x)
at x = X5 (as will be the case when X 1is a cone and xo=O) , 1t turns out that
in the application to be discussed in the next section the map x = f(A,x) is not
Fréchet differentiable at X, Nevertheless, as was first observed in 997, the
fixed point index and fixed point theorems can be used to give useful generaliza-
tions of Rabinowitz's theorem to metric ANR's., (The statements of results in [997

were for the case that X 1is a closed convex subset of a Banach space, but, as
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will be seen here, the arguments were valid more generally). The case that X is
a cone in Banach space is important in applications, and Dancer [32] and Turner
[124] have (independently of [99]) given generalizations (for cone mappings which

are differentiable at 0) of Rabinowitz's global bifurcation theorem.

In order to state fhe theorems of this section, it is convenient to col-
lect some hypotheses. Suppose that X 1is a metric ANR with metric d ,°J 1is an
open interval of reals and f : J x X > X is a continuous, locally compact map
such that f(l,xo) =X, for all A € J and some X, € X . Assume that there
exists a countable subset A of J such that (i) if JO is any compact inter-
val with Jo c J , then JO n A is a finite set and (ii) 1if Io is any compact
interval of reals such that IO cJ and IO n A 1is empty, then there exists

€ = E(IO) > 0 such that f(A,x) = x for (A,x) such that A ¢ IO and

0 < d(x,xo) <€ .

DEFINITION 4.1, If f : J x X+ X 1is as in the preceding paragraph, we

shall say that f satisfies Hl

If f satisfies H1l , one says that bifurcation occurs at (Xo,xo) if,
for any open neighborhood U of (Ao,xo) in J x X there exists (A,x) ¢ U such
that f(A,x) = x and x = X, Clearly, if bifurcation occurs at ()O,xo) , one

must have Ao e A, but this is not sufficient for bifurcation to occur.

If x e X and T >0 it will ke convenient to write

B.(x) = {yeX : d(y,x)<r} and V_(x) = {veX : d(y,x)srt}

LEMMA 4.1. Assume that f satisgies H1 and that Jg 48 a cempact

inteval, J < J, such that Ao J = {AO} oI5 N e dy ard A=A, there

exists  p(A) > 0 such that fk(x) f(A,x) # x for 0 < d(x,xo) < p(\) . Fux-

LA ) A ; X i v (4 constant forn X o> A
thermone, WhAitirg Fp(k) for Pp(k)(\o) , 1x(fx’Rp(X)) 45 con o
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and A € J_, and ix(fx’Bp(A)) L8 constant forn X < )\0 and X e Jo o

PROOF. The existence of p(A) > 0 follows from the definition of H1 ,

A. € J , Hl implies that there exists € > 0 such that

If Ko < >\1 < AZ * i o)

fk(x) z x for Xl £ A< Az and 0 < d(x,xo) € € ., The homotopy property of the

fixed point index implies that

iX(F)\l’BE) = 1X(f Z:BE) ’ ' ‘

and the additivity property gives

i (£, »B) = iy(f, ,B o ), i=1,2.
1 1 1

Thus one obtains that

iX(fkl’Bp(Kl)) = iX(sz’Bp(Az))

An analogous proof shows that 1X(fA’Bp(A)) is constant for X < Ao and A € JO.D

Suppose now that f satisfies Hl , that Ao € A and that p(R) and JO

are as in the preceding lemma. Select A, ¢ J ,XA, <A and A, ¢ J_ with
1 o} 1 o 2 o

AZ > AO .

5 - s
DEFINITION 4.2, A(ko) IX(fAZ’Bp(Az)) lx(fkl’Bp(Al)) , where

fx(x) f(A,x) and B

o)) = Boony %o

By using Lemma 4.1 one can see that the definition of A(AO) is independ-
ent of the particular Al and A, chosen as above. Furthermore, p(ki) in the
definition can be replaced by any number r > 0 such that f(%i,x) 2z x for

<
0 < d(x,xo) T,
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Before proving the analogue of Rabinowitz's theorem for metric ANR's, it
is necessary to recall a point set topology result. The following lemma has been
attributed by analysts to Whyburn 125, Chapter 1]. But as J.C. Alexander [3] has
pointed out, it actually goes back to the early days of point set topology: see

chapter five of [78]. 1In Corollary 4 of [3], Alexander shows that the assumption

of metrizability, which is crucial for Whyburn's proof, is actually irrelevant,

LEMMA 4.2, (See [3] and the references there). Assume that M s a
compact Hausdorff space and that A and B are disjoint, closed nonempty sub-
sets of M . Then either there exist disjoint, closed subbsets K, and Ky 0f M

such that A c KA.’ B c KB and M = KA u KB on there exists a connected subset

D of M such that Dn A and D n B ate nonempiy.

In the above lemma, recall that a topological Hausdorff space D 1is
called '"connected" if there do not exist disjoint nonempty open sets U and V
such that D =Uu V , In Lemma 4,2, a subset D of M inherits a topology from
M which makes it a topological space. Recall, also, that if y ¢ M, the con-
nected component of M containing y is by definition the union of all connected
subsets C of M such that y ¢ C ; since this union is connected, the connected

component containing y 1is the largest connected subset of M containing vy .

One problem the reader should bear in mind is that in applying the pre-
vious connectivity results the space M may, a prioni, be very irregular, so

caution is necessary in making some '"obvious'" point set topological assertions.
THEOREM 4.1, Assume that f satisg§ies H1 and define S by

(4.1) S = (AX{XO}) u {(A,x)edxX : X=X and f(\,x)=x}

Given A e A Let S, be the connected component of S which contatins (A _,Xx.).
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Then either (a) S, i3 not compact on (b) S, i85 compact and if
Ao i={heh : (X,XO)ESO} i85 a finite set and

(4.2) y Y A\ =0

Ael
0

I§ S, 46 compact and A(A) =0, then §, contains a point (Asx0) such that g

kl € AO and Kl z ko

Note that in either case one can easily prove that S and SO are closed,

PROOF of Theorem 4.1. Assume So is compact, so it suffices to prove
ea. (4.2). If J = (a,b) , where - < a <b <+o | there exist finite numbers ¢ %
and d, a <c<d<b, such that if (A,x) € SO , then ¢ < A <d . This follows
from compactness of So , because {} : (A,x)eso} is a compact subset of J (it
is the continuous image of a compact map). The assumption H1 implies that
An [c,d] is finite, so AO is certainly a finite set. Because AO is finite,

one can write

=
13}
—~
>
—
IA
e
IA
=
[

(4.3) o
and assume that Ki < Xi+1 for 1 <1 <m-1. Also, there exists n > 0 such
that if X e AO , then

(4.4) CA-n,xnl n A = {\}

Extend the metric d to J x X by defining

d((s,x),(t,y)) = |[t-s] « d(x,)
and for € > 0 define U€ by

(4.5) U {(s,x)eIxX : d((s,x),So)ss}
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By selecting € small enough one can assume that f]U€ is compact, that

(4.6) u_n (JX{XO}) c U ((k-n,l+nJX{xo})

el
0

and that ¢ < t <d for (t,x) in Us .
The crucial step in the proof, as in Rabinowitz's argument, is to find an
open neighborhood 8 of So such that f(s,x) 2 x for (s,x) € 90 unless
X # X and |s-A| £ n for some X e AO . This is "obvious" if S is 'regular",
but in general, caution is necessary. The idea is to apply Lemma 4.2. In the no-
tation of Lemma 4,2, define M = Sn UE , A= So and B =S n BUE , SO M 1is a
compact Hausdorff space with closed, disjoint subsets A and B . One can assume
that B is nonempty: otherwise take  to be the interior of UE . The defi-

nition of S0 implies that there does not exist a connected D in M which has

nonempty intersection with A and B , so Lemma 4.2 implies that there exist

“closed, disjoint subsets K and K, of M such that A < X B cK and

A B A B

BU\ is

M=K, uK, . Because K, and K, are closed and disjoint and KA n e

A B A B
empty, there exists an open neighborhood § of KA in J x X such that Qn BUE

is empty and @ < U. and c<t<d for (t,x) ¢ @ . The construction of Q

insures that if (t,x) ¢ 302 , then (t,x) ¢ KA u K so (t,x) ¢ S . In partic-

B 3
ular, if f(t,x) = x for x e 3 , one must have x = X, and it—k] <n for some
Ne A,

0

For notational convenience, define ., = {x : (t,x)eR} and note that Q

t t

is empty for t <c¢ or t 2=d . As usual, one defines ft(x) = f(t,x) . Because
¢ is an open neighborhood of (A,xo) for X ¢ AO , there exist positive numbers

" <n and r such that for all X ¢ Ao

(4.7) [X—nl,X+n1] x Vr(xo) cQ, A« AO
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Because of hypothesis H1, there exists a positive number p < r such that

(4.8) f(t,x) # x

if n, < [t-A] € n for some X\ ¢ Ao and 0 < d(x,xo) < p . By decreasing p |

can also assume that f is compact on [A-n,A+n] x Vp

The idea of the proof now is to apply the homotopy property for the fixeq
point index on appropriate intervals. First, suppose A ¢ A and define an open

subset W of [A-n,A+n] x X by
W= {(t,x)elA-n, A IxX : (t,x)e or d(x,x0)<p} .

If (t,x) € 9W and f(t,x) = x , then (t,x) € 3Q or [t—A] £ n and

d(x,xo) p. If (t,x) ¢d3, x=0 so (t,x) ¢ oW , a contradiction. If

d(x,xo) = p and n1 < lt-A| < n , the construction insures that f£(t,x) # x .
Finally, if |t—A| < ny and d(x,xo) =p, (t,x) ¢ oW . Thus one has that
£(t,x) # x for x e 3 . If one defines W = {x] (t,x)eW} , the homotopy property

implies that

(4.9) iX(fA+n’Wx+n) ) iX(fA—n’wA—n)

The additivity property of the fixed point index gives
(4.10) 1X(ft,wt) = lX(tt’Qt) + 1X(ft,Bp(xo)) , t=A+tn.,
Combining equations (4.9) and (4.10) and using the definition of A(X) gives

(4.11) ix(f 0, ) -

n?en Y

iX(fA-T]’ )\_n) = 'A(A)

Next suppose that A and X' are consecutive elements of Ao so

Ao n (A,A') 1is empty. By our construction we know that ft(x) z x for (t,x)edfd
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and A +n <t <A' -n, so the homotopy property gives

(4.12) LB faray) = xSy

If one applies equations (4.11) and (4.12) repeatedly and recalls eq. (4.3) one

obtains for 1 < j <k £m that

k
(4.13) L (fy L0 L) - i (F L0 ) = - ] AQ)
Ak n kk n X Aj n Aj n 15 i

Choosing j =1 and k =m in eq. (4.13) gives

(4.14) YN

Aeh
)

i, (f , 8 y - i, (f Ry )
X >\m+n Am+n X >\1-n Al—n

The homotopy property implies that ix(ft,Qt) is constant for t 2 Am + n and for

t < Al - n . Because Qt is empty for t 2 d and for t € ¢ , one concludes that

(4.15) ix(ft,Qt) =0 for t = Am +n or for t = Al -

and using this information in eq. (4.14) gives

I o) =0,

el
0

which is the desired result. [

REMARK 4.1, Theorem 4.1 is essentially Theorem 1.2 in [991], although the
theorem in [99] is stated for the case that X 1is a closed, convex subset of a

Banach space,

REMARK 4.2. It may happen that, in the notation of Theorem 4.1, So is
noncompact but that for some compact interval [c,d] < J , {(s,x)eSo : c<s<d} is
compact. It then follows easily that Ao = {s : c<s<d and (s,xo)eso} is finite.

Assume that c ¢ AO and d ¢ AO . If Ao = {Ai : 1gi<m}  and Ai < Ai+1 for
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1<i<m-1, there exists n > 0 such that [A-n,A*nl n A = {A} for X e Ao .
If one writes Zo = {(t,x)eSo : c<t<d} and works in the topological space

[c,d] x X, the same proof as in Theorem 4.1 shows that there exists an open neigh-
borhood @ of Zo (in [c,d1xX) such that if f£(t,x) = x for some (t,x) € 3Q ,
then x = 0 and |t-A] <n for some A e Ao . The same argument as in Theorem

4.1 now shows that for 1 < j <k <m

o~ )

(4.16) LCE, o0 L ) - ip(fy L0 ) AQA,)
X Ak+n Ak+n X Xj n kj n 125 i

REMARK 4.3. Rabinowitz considered the case that X 1is a Banach space,

J=R and f : R x X+ X is a continuous map which takes bounded sets to sets
with compact closure (a compact map). He assumes that £(t,0) = 0 for all t and

that for t in any compact interval J_,
f(t,x) = tL(x) + R{(t,x) ,
where L 1is a compact linear map and

IR(e 20
X

lim
l|x||>o

uniformly for t e J . If A = {teR: I-tL 1is not 1-1} , one can easily verify
that A satisfies assumption H1. If t ¢ A, p(t) = p 1is a positive number such

that f(t,x) # x for 0 < |x|| £ p , one can prove that
(4.17) deg(I—ft,Bp,O) = 1X(ft,Bp) = deg(I-tL,Bp,O) ,

where Bp = {x|lxll<p} . A classical formula of degree theory (see ea. (3.2) in

Section 3, which applies also to compact linear maps) implies that
(4.18) deg(I-tL,Bp,O) = e = ¢l

Furthermore, if XO e N and [Ao-n,Ad+n] n A= {XO} , one has




.
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deg(I-(A *n)L,B,0) = & deg (I-(A,-M)L,B,,0) ,

where § = -1 if A;l is an eigenvalue of odd algebraic multiplicity and § =1

if A;l has even algebraic multiplicity. It follows that A(Xo) =0 if X;l has
even algebraic multiplicity and A(A)) = +2 if x;l has odd algebraic multiplic-

ity.

Of course there is a generalization of Theorem 4.1 to the case that f
is a local strict-set-contraction. Suppose that J is an open interval of real
numbers, X is a closed subset of a Banach space Y and f : Jx X+ X 1is a con-
tinuous map. If B 1is a generalized measure of noncompactness on Y , recall that
f is called a local strict-set-contraction (with respect to B) 1if for every
(to,uO) € J x X there exist € >0 and r > 0 such that for any

A c Vr(uo) = {xeX : Hx—uoHSr} ,
B(f([to—e,to+e]xA)) < kB(A) ,
where k = k(to,uo) is a constant less than 1 and possibly dependent on (to,uo)

DEFINITION 4.2, Suppose that X 1is a closed subset of a Banach space Y
and that X ¢ F (see Definition 1.1). Assume that J 1is an open interval of
reals, that £ : J x X = X 1is a continuous map which is a local strict-set-con-
traction with respect to a generalized measure of noncompactness B on Y , and
that, for some X, € X, f(s,xo) = X, for all s € J . Finally, suppose that
A cJ 1is a countable set which satisfies the same assumptions as in hypothesis

Hl. Then we shall say f satisfies HZ,

Essentially the same argument as in Theorem 4.1, with the properties of
the fixed point index for local strict-set-contractions substituting for the cor-

responding properties for locally compact maps, yields:
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THEOREM 4.2, Assume that X e F and £ : J x X + X satisfies H2, 14
S = (AX{xO}) u {(s,x)eJxX : f(s,x)=x and xzxo} and, for some Ao €M, S, 48
the connected component of S which contains (AgrXg) > then elthern (a) S, 44
noncompact on [b) S 44 compact, A = {\ (k,xo)eso} {8 finite, and

YA =0 .

Ael
0

In panticular, 4if So L8 compact and AA) =0, SO contains a point (Al,xO)

with A, =2 A
1 o
Details of the proof of Theorem 4.2 are left to the reader,

In the next section, the problem of finding nontrivial periodic solutions
of a parametrized class of nonlinear differential-delay equations will be studied.
The following special case of Theorem 4.1 was originally proved in [99] and will

be adequate for the applications to differential-delay equations.

COROLLARY 4.1. Suppose that C 4is a closed, convex subset of a Banach i
dpace Y , J = (0,0) and f :J x C~>C 44 a continuous map which takes bounded
subsets of J x C to precompact sets. Assume that there exists an extreme point
X op C such that f(s,xo) = fs(xo) = X, for al s > 0 . Suppose that fon
some A >0, X, A4 an attractive fdixed point of £ for 0 < s < AO and an
ejective f4ixed point of £, for s > Ao o vice versa. Assume that if
Jy © (0,°) 48 any compact interval such that A £ Iy then there exists
e=¢e(J) >0 Auch that £(s,x) # x forn (s,x) such that s e Iy and
0 < Hx—xoli < e . Finally suppose that i (sk,xk) e J x C 4s a sequence such that
S, > 0 and X X and f(xk,xk) =X
S = {(ko,xo)} v {(s,x)eJxC : f(s,x)=x and xzxo} and S, A5 the connected com-

then ]gime =w . Tf

ponent c¢f X which contains (Ao,xo) then Sy 45 unbounded.
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PROOF. It is an easy exercise to see that So and S are closed. If

X, 1s an ejective fixed point of f_, Theorem 3.4 implies that i.(f_,V) = 0
S C*’s
for any relatively open neighborhood V of X such that f (x) 2 x for xe V ,
: S

X # X, . If X, is an attractive fixed point of fS , and V 1is as above,
iC(fS,V) =1, If X, is an attractive fixed point of fs for 0 < s < AO and
an ejective fixed point for s > Ao » it follows that, in the notation of Theorem
4.1, A(Xo) = -1 . Similarly, if X, is an ejective fixed point of fs for

0 <s < ko and an attractive one for s > Xo s A(Ao) =1 . Because A = {}\_} ,
o)

Theorem 4.1 implies that SO is not compact.

It remains to prove So is unbounded. If So were bounded, the assump-
tions on f would imply that there exist finite, positive numbers ¢ and d and
a number R such that c¢ <t <d and |x|| < R for all (t,x) ¢ SO . Because f

is compact and
{x|(t,x)eSO for some t>0} = £(S.)

S, < [c,d] x f(SO) » which is a compact set. Since S, 1s a closed subset of a

compact set, S0 is compact. This is a contradiction, so S0 must be unbounded. [

If one assumes, as will be the case in the application in Section 5, that
for any M > 0, {(t,x)eS : 0<ts<M} is bounded, it follows that for every A > KO
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